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Introduction
At RAN1 #87 (Nov-16, Reno, NV), a working agreement was reached to adopt Polar Coding for eMBB DL Control Information (except FFS for very small block lengths where repetition/block coding may be preferred) [1].
This contribution describes a mechanism to accelerate DCI blind detection based on dynamic resource assignment available to a MiNP architecture. The architecture includes facilities that permit parallel instances of multiple PDCCH Polar Decoders that can be invoked to reduce detection latency. Upon successful determination of the intended DCI contents, the parallel processing resources can be reassigned, e.g. for eMBB DL LDPC decoding, thereby maximizing area efficiency.
Downlink Control Channel
[image: ]
[bookmark: _Ref471632635]Figure 1: LTE DL Channel Mapping
Using LTE as a proxy for as yet undecided control channel details for NR, downlink control comprises three separate channels transmitted every subframe (see Figure 1):
· Physical Control Format Indicator CHannel (PCFICH): carries a Control Format Indicator (CFI) which indicates the number of OFDM symbols (normally 1, 2 or 3) used for transmission of control channel information in each subframe.
· Physical Downlink Control CHannel (PDCCH): carries Downlink Control Information (DCI) which includes resource assignments and other control information for a UE or group of UEs. Several PDCCHs can be transmitted in a subframe.
· Physical Hybrid ARQ Indicator CHannel (PHICH): carries the HARQ Indication (HI) which signals whether the eNodeB has correctly received a transmission on the PUSCH, i.e. 0 for a positive ACKnowledgement (ACK) and 1 for a Negative ACKnowledgement (NACK).
In each subframe, an eNodeB sends PDCCHs intended for multiple UEs multiplexed in the first 1, 2, or 3 symbols (up to 4 symbols for the smallest signal bandwidths). See Figure 2. 
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[bookmark: _Ref471712375]Figure 2: LTE Control Channel Region
3GPP specifies the range of DCI formats as follows:
· format 0 schedules UL resources on PUSCH
· formats 1, 1A, 1B, 1C, 1D, 2, 2A schedule DL resources on PDSCH
· formats 3 and 3A signal TPC commands for PUSCH and PUCCH
[bookmark: _GoBack]The spec defines PDCCH formats based on aggregation level where CCE aggregation constitutes a form of repetition code. See Table 1.
[bookmark: _Ref471643921]

Table 1: LTE PDCCH Formats
	Format
	0
	1
	2
	3

	No. of CCEs
	1
	2
	4
	8

	No. of REGs per CCE
	9
	9
	9
	9

	No. of REs per REG
	4
	4
	4
	4

	No. of Bits per Symbol (QPSK)
	2
	2
	2
	2

	No. of PDCCH Bits
	72
	144
	288
	576



DCI Blind Detection
LTE defines for each UE a limited set of Control Channel Element (CCE) locations where a PDCCH might be placed. The set of CCE locations constitutes a search space that a given UE can interrogate to locate PDCCHs intended for it. Those candidate CCEs are divided into a UE Specific Search Space (UESS) and Common Search Space (CSS), respectively. See Table 2.
[bookmark: _Ref471684154]Table 2: LTE DCI Search Spaces
	Search Space
	Aggregation Level (L)
	Size (in CCEs)
	No. of PDCCH Candidates

	UESS
	1
	6
	6

	
	2
	12
	6

	
	4
	8
	2

	
	8
	16
	2

	Total:
	16

	CSS
	4
	16
	4

	
	8
	16
	2

	Total:
	6



LTE specified that each UE may receive only 2 DCI formats from UESS per Transmission Time Interval (TTI). One reference DCI format, i.e. format 0/1A, is always expected, both of which are defined to have the same payload size. As a result, the reference DCI formats require a single decoding attempt per candidate location regardless of the underlying format type. Each UE requires one additional decoding attempt per UESS candidate location for one of DCI formats 1, 1B, 1C, 1D, 2, 2A every TTI. A UE requires 16×2=32 blind decoding attempts to monitor all UESS candidate locations for two assigned DCI formats per TTI.
Aggregation levels L = 4, 8 are defined for the candidate CSS locations yielding 4 and 2 candidate locations, respectively. The UE is tasked with monitoring DCI formats 0, 1A, 3, 3A, 1C, and ID. DCI formats 0/1A and 3/3A are specified by LTE to have the same payload size, requiring one blind decoding attempt per PDCCH candidate location. An additional decoding attempt is needed per candidate location for DCI format 1C and 1D resulting in 6×2=12 blind decoding attempts across the available CSS candidate locations assuming 2 DCI formats are assigned every TTI. In total, 12+32 = 44 blind decoding attempts are required per TTI to monitor both the CSS and UESSS for the assigned DCI formats.
Reduced Latency DCI Detection
Abo Zeid et al prescribe parallel decoding as a means to accelerate DCI blind detection for LTE [3]. Based in Viterbi decoding, their approach employs a sliding window method which permits multiple independent blocks to be processed concurrently. The Memory in Network Processor (MiNP) architecture described for Polar Decoding [4] is not bound by considerations amenable solely to a single decoding algorithm. In [5], the feasibility of implementing a decoder on a MiNP architecture that can be dynamically configured to meet the throughput demands of high-rate coding based on LDPC codes as well as the low latency and power efficiency requirements of low rate coding based on Polar codes was shown.
The MiNP architecture provides multiple processing elements which can be combined to deliver a single task or assigned independently to enable multiple tasks in parallel. This method of parallelization is not relegated to any one decoding algorithm and can be readily extended to include Polar Codes as recommended for eMBB control channel processing. Applied to DCI blind detection for NR, the design enables multiple Polar decoders, each responsible for decoding one or more PDCCHs as delivered in their respective CCEs.
[image: ]
[bookmark: _Ref471717605]Figure 3: DCI Blind Detection with Multiple Decoder Instances
A single decoder instance must resort to processing each CCE location in series with the worst case latency corresponding to finding one of the required PDCCHs in the last block interrogated. On the other hand, a multiple decoder design can process multiple blocks in parallel. The worst case latency reduces proportionally to the number of decoder instances. See Figure 3 which plots normalized power vs normalized decoder latency as measured on a MiNP Polar decoder implementation. As is seen in the figure, reduced latency comes at the expense of increased power consumption with each added decoder instance. It is worth noting that the energy consumed, energy (J) = power (J/s) x latency (s), remains fixed.
Each decoder takes responsibility for decoding multiple blocks in succession until the range of candidate CCE locations has been exhausted or the required PDDCHs have been successfully decoded. This constitutes a form of block-level early termination[footnoteRef:1] as decoding is skipped for any CCEs that have yet to be examined once the required PDCCHs have been found. This is true everywhere except for the case which instantiates the full range of 44 decoders, each of which is responsible for a single CCE location. In this instance, the latency is fixed to the time needed to decode a single block. With the MiNP architecture, the control channel decoding resources can be reallocated for data channel processing on successful DCI detection thereby avoiding unused silicon area. [1:  Methods of sub-block early termination are still under investigation. The effect will be to further reduce energy consumption as blocks deemed not destined for the UE in question early in the course of block decoding need not be taken to term enabling the associated decoder resources to enter low power state until another block becomes  available for decode.  ] 

Conclusion
Observation-1: Latency for DCI blind detection can be made increasingly small by adding decoder instances.
Observation-2: The need for variability in required latency will persist for NR based on the following:
The number of candidate CCEs grows as a function of signal bandwidth;
Variable subcarrier spacing may result in reduced symbol durations increasing requirements for low latency DCI detection;
Latency requirements may vary as a function of deployment scenario, i.e. eMBB vs. mMTC or uRLLC.
Observation-3: A MiNP DSP architecture permits parallelization independent of the chosen coding method, e.g. PC-Polar vs. TBCC with Viterbi Decoding.
Observation-4: Block-level termination permits the surrounding decoder resources to return to a low power state once the list of required PDCCHs has been identified.
Observation-5: A MiNP DSP implementation enables dynamic resource assignment permitting reallocation of processing resources to proceed with data channel processing on successful DCI detection. This can be taken into account when examining area efficiency.
Recommendation-1: Continue to explore methods of block-level and sub-block early termination based on the availability of dynamically configurable processing resources with a MiNP architecture.
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