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1. Introduction

At the 3GPP TSG RAN1 #87 meeting, the following agreement has been achieved [1]:
· Code extension of a parity-check matrix is used for IR HARQ/rate-matching support 
· Use lower-triangular extension, which includes diagonal-extension as a special case
· For the QC-LDPC design, the non-zero sub-blocks have circulant weight <=2
· Circulant weight is the number of superimposed circularly shifted Z(Z identity matrices
· In parity check matrix design, the highest code rate (Rmax,j ) to design j-th H matrix for is 
· Rmax,j <=8/9
· Rmax,j is the code rate of the j-th H matrix before code extension is applied (0( j< J) 
· Rmax,j is the code rate after accounting for the built-in puncturing, if this is applied in H matrix design
· Rate matching to support transmission code rate higher than Rmax,j is not precluded
In this contribution, we discuss the flexibility of LDPC codes for NR. 
2. Flexibility of code block size
According to LTE standard of TS36.213, for LTE turbo codes, code block size (CBS) gaps between two adjacent CBS include 8, 16, 32 and 64 when CBS≤6144. Here the CBS refers to the number of bits for the code block, which is denoted as the parameter “Kr” in section 5.1.2 of [2]. Also, CBS (or “Kr”) is the length of bit stream input to the channel coding module as shown in Figure 1 (which is the Figure 5.3.2-1 in [2]) below.
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Figure 1 Transport block processing
For the smallest CBS range when CBS≤6144, CBS gap between two adjacent CBS is 8. For the largest CBS scope when CBS≤6144, CBS gap is 64. According to the contributions related to QPP interleaver, it is known that the CBS gap is related to the supported parallelism of turbo decoder. That is to say, the parallelism of LTE turbo decoder is 8, 16, 32 and 64. 
It is believed that LTE CBS granularity is enough for NR eMBB. For NR eMBB channel coding, a much higher throughput should be supported. As a consequence, a higher parallelism should be supported. So it is preferred that CBS gap of NR channel coding should be 8, 16, 32, 64, 128 or 8, 16, 32, 64, 128, 256 or 16, 32, 64, 128 or 16, 32, 64, 128, 256 when there is one code block for one TB.
Proposal 1: It is preferred that CBS gap of NR eMBB data channel coding should be 8, 16, 32, 64, 128 or 8, 16, 32, 64, 128, 256 or 16, 32, 64, 128 or 16, 32, 64, 128, 256.

For LDPC codes, the CBS gap of LDPC codes is also related to the supported parallelism of LDPC codes, NR LDPC should have the capability to support higher parallelism. When CBS≤ Kmax, wherein Kmax is the maximum allowable code block size of NR LDPC, it is suggested that CBS gaps between two adjacent CBS should not be smaller than 8, 16, 32, 64. For the smallest CBS range, it is suggested that CBS gap should be 8 or 16. For the largest CBS scope, it is suggested that CBS gap should be larger than 64 such as 128 or 256 as higher parallelism levels should be supported to satisfy the requirement of high throughput for NR.    
For LDPC codes, if the parallelism is the power of 2, shift network can be implemented very efficiently such as Banyan network.  Therefore, it is suggested that 256 is selected as the maximum parallelism to assure NR LDPC have the capability to support very high throughput. In order to support flexible code size, the potential parallelism for different code sizes should be 2i, with i=1, 2, 3, 4, 5, 6, 7, 8. Furthermore, it is suggested that the lift size z of NR LDPC has the form of z=n*2i, where n is a positive integer. As a result, the lift size of NR LDPC can be derived from the set {2 4 6 8 10 12 16 20 24 32 40 48 56 64 80 96 112 128 160 192 224 256 320 384 448 512 640 768 1024}. For example, if the number of information bit-columns kb of LDPC base matrix is equal to 8, the supported TBS without any padding bits can be derived as the sequence {16  32  48  64  80  96 128 160 192 256 320 384 512 640 768 1024 1280 1536 2048 2560 3072 4096 5120 6144 8192}.    
In [3], two compact base matrices are proposed with the kb shortening capability. Here the ‘kb shortening capability’ means that when apply padding, the performance will not significantly degrade when kb changes within a certain rang. 

For QC-LDPC codes, the code block size K is denoted as K=kb*z-npading, where npading is the number of padding bits within one information bit-column. With the variable kb and z, 1 bit granularity of code block length K can be achieved.  Figure 2 gives the performance check of CBS granularity according to the base matrix of  kbmax=16 in [3], and Table 1 lists the simulation parameters.
Table 1 Simulation parameters

	Channel*
	AWGN

	Modulation
	QPSK

	Coding Scheme
	[3]

	Code rate 
	1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	Decoding algorithm**
	flooding BP
Max Iteration =50 

	Max # of kb shortening
	4

	Lift size
	4   6   8  10  12  14  16  20  24  28  32  40  48  56  64  80  96 112 128 160 192 224 256 320 384 448 512

	Info. block length*** (bits w/o CRC)
	100:4:8000

100:8:8000
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Figure 2 Performance check of code block size granularity of 4 bits
3. Decoding with variable lift size
The decoder’s implementation benefits are more related to the determination of max code block length (‘Kmax’) in NR. A large Kmax may lead to a costly implementation. Since memory is the main part of the chip area, the larger of Kmax value, the higher of memory cost. If Kmax is limited to, for example, no more than 8192 bits, the max lift value of larger base graph might be very small, which may restrict the decoder’s parallelism level. However, compact base matrix can still maintain a high parallelism even with limited Kmax (e.g., 8192) because of large lift size. Therefore, compact base matrix is more reasonable to realize 20Gbps peak data rate.  
In appendix, we provide a method to decompose a large circular shift into several small circular shifts. The cyclic permutation decomposition can be used for realizing a large shift network by several small shift networks.  For example, Y=[x29,x30,…x41,x0,x1,…x26,x27,x28] denotes a cycle-right shift by
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. This cyclic permutation can be realized as first dividing X into 3 words (or sub-vectors) u(0), u(1),u(2) by equal space sampling, each word has length of
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, as shown in Figure 3 (a). Then three cycle-right shift inside each word and a cycle-right shift among the 3 words are performed to get sub-vector v(0), v(1) and v(2). Finally, Y, the cycle-right shift version of X are obtained by interlace of v(0), v(1) and v(2), as shown in Figure 3 (b).
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(a) Vector X is divided into 3 words u(k), k=0,1,2
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(b) cycle-right permutation in each word and cycle-right permutation among 3 words
Figure 3 illustration of cyclic permutation decomposition
From another perspective, cycle-shift decomposition implies that a compact base matrix with small kb and large lift size can split to a large base matrix with large kb and small lift size. For example, a base matrix with kb=8 can transform to a base matrix with kb=16 with rows and columns are doubled. Therefore compact base matrix has more freedom of lift size and shift network design.
Figure 4 gives another example that if the lift size is larger than the maximum parallelism of 128, it can be supported by using multiple words as well. Here the lift size is n*2i, where i is set to 7, and the number of words n changes from 2 to 4. Since the length of words is 2i, we can employ Banyan switches for the cyclic permutation within each word. However, since n (for example, n=3) is not always the power of 2, another type of switch like QSN or Benes [4] is needed for the cyclic permutation among these words. Fortunately, the number of words is usually much smaller than the length of words. The complexity of the mentioned QSN/Benes switch is much lower. 
Table 2 compares the complexity of a shift network by a single large QSN switch with the shift network consist of several small Banyan switches plus a small QSN switch.  The number of 2:1 multiplexor, which is used for complexity calculation, is 2i*log2(2i) for a Banyan switch and z*(2*log2(z)-1)+1 for a QSN switch. 
Table 2 Complexity comparison for different shift network 
	Parameters for n small banyan switches and a small QSN switch
	Parameters for a single QSN switch
	Complexity

	n
	2i
	Max Lift size
	Shift network with one  large QSN switch
	 Shift network with n banyan switches and a QSN switch

	2
	128
	256
	3841
	2176

	3
	128
	384
	6529 
	3968

	4
	128
	512
	8705
	5248


From Table 2,we can see that when lift size is n*2i , the shift network with n Banyan switches and a QSN switch has much lower complexity than the shift network with a single QSN switch.

With such designed LDPC code structure, all CBS can be supported based on the efficient LDPC decoder implementation such as IEEE 802.11ad with lift size of z=128.
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Figure 4 Value of n of n*2i determined by the number of used words
Observation 1: If parallelism is the power of 2, then shift network of LDPC can be implemented by the most efficient network such as Banyan network. 
Observation 2: When lift size is n*2i , the shift network with n Banyan switches for cyclic permutation inside each word and a QSN switch for cyclic permutation among these words has much lower complexity than the shift network with a single QSN switch.
Proposal 2: It is suggested that the lift size of NR LDPC has the form of n*2i, where n is a positive integer and i=1, 2, 3, 4, 5, 6, 7. 

4. Conclusion
For flexible LDPC design, we have the following observations and proposal:
Observation 1: If parallelism is the power of 2, then shift network of LDPC can be implemented by the most efficient network such as Banyan network. 
Observation 2: When lift size is n*2i , the shift network with n banyan switches for cyclic permutation inside each word and a QSN switch for cyclic permutation among these words has much lower complexity than the shift network with a single QSN switch.
Proposal 1: It is preferred that CBS gap of NR eMBB data channel coding should be 8, 16, 32, 64, 128 or 8, 16, 32, 64, 128, 256 or 16, 32, 64, 128 or 16, 32, 64, 128, 256.

Proposal 2: It is suggested that the lift size of NR LDPC has the form of n*2i, where n is a positive integer and i=1, 2, 3, 4, 5, 6, 7. 
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Appendix:  
Cyclic permutation decomposition:
Supposing 
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, where P is a base cyclic permutation matrix with size of z*z, z is lift factor, and s is the shift value.  Y can be divided into q sub-vectors as
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, therefore u(k) can be denoted as cyclic-right permutation of v(k) by 
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, where Q is a base cyclic permutation matrix of size q*q.
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