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Introduction
At the 3GPP TSG RAN1 meetings, the following agreements [1]-[2] have been reached on support of LDPC codes for eMMB data channels.
Agreement: [RAN1 #85]
· For the purpose of study and comparisons, quasi-cyclic like LDPC codes  are defined as follows: 
· The Parity check matrix of Quasi-cyclic like LDPC Codes is defined at least by a matrix H of size (mb×z)×(nb×z), which consists of sub-block matrices of size z×z,  where each sub-block matrix is composed by circularly shifted matrices or zero matrices. Wherein, mb, nb and z are integers larger than 1.
· The values of mb, nb and z are FFS. 
Agreement: [RAN1 #87]
· UL eMBB data channels:
· Working Assumption to adopt flexible LDPC as the single channel coding scheme for small block sizes (to be confirmed unless significant issues are identified by the RAN1 Jan adhoc in relation to performance, implementation complexity and flexibility)
· (Note that it is already agreed to adopt LDPC for large block sizes)
· DL eMBB data channels:
· Adopt flexible LDPC as the single channel coding scheme for all block sizes
In this contribution, we propose an optimization adjustment method on the offset in the first row of QC-LDPC code’s base matrix to facilitate of the implementation of LDPC decoder.
Discussion
1.1 QC-LDPC code
Many practical LDPC codes are constructed as QC-LDPC codes, which can provide high parallelism in decoder to achieve the demanded throughput.  A QC-LDPC code is realized by lifting processing based on a base matrix and a lift size Z. 
An H matrix of a QC-LDPC code is composed of  small matrices. If the information block length is m=mb*Z and the code block length is n=nb*Z(without considering padding), there will be nb columns and nb - mb rows in its base matrix. As a result, in a base matrix of a LDPC code, a row represents a row block in its H matrix, and a column represents a column block in its H matrix. Each  small matrix is either zero matrix or a cyclic shifted identity matrix, i.e. CPM, with a permutation size namely “offset”. In the expression of a base matrix, the element -1 or blank represents a  zero matrix and other values represent a  CPM with the exact number as its offset, which should be in a range from zero to Z-1. 
It is common understanding that the hardware structure of a LDPC decoder depends on the base matrix. The identity matrices’ position in the base matrix decides the complexity of routing network and the lifting size Z decides complexity of shifting network. However, the complexity of decoder can still achieve a depression by offset adjustment method to help cut down decoding latency even after all varieties being settled.
In a typical decoder, data from variable nodes is read from the RAM and shifted by shifting network before sent to the corresponding check nodes. One clock cycle for one shifting processing will cause accumulation which would have the results of increasing the decoding latency, and thus impacting the decoder throughput and complexity directly. 
1.2 Optimization on the first offset row
In a base matrix, the offsets of the first CPM of each column block are called the first offsets. Generally, the first offsets are not uniformed after a specified LDPC code designed, which implies that they are usually variant from zero to Z-1. 
To reduced decoding latency as much as possible, the shifting process of first CPM can be omitted by matrix transformation. Specifically, applying elementary transformation of columns within a column block and eventually setting the first offset into zero will consequently help drop one clock cycle for this CPM on shifting process. With this optimization method adopted, nb clock cycles will be saved in one iteration under a block parallelism decoder structure. 
Figure 1 shows an example. The elements in a base matrix are given by hij, where -1 represents a zero matrix and other values represent the offsets of CPMs. In Figure 1, zero matrices are blank, first CPMs are colored in orange and other CPMs are colored in grey. A column-block with a first offset h is supposed to be circularly shifted on a size of h. Figure 1(a) is the original base matrix and (b) is the termination after adjustment on first offsets. 
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Figure 1 Optimization method and result on a base matrix
The code with a H matrix after elementary transformation of columns will show no difference in performance compared to the one with the H matrix originally designed. Furthermore, this method is pervasive for all QC-LDPC codes.
Observation1: Setting the offset in the first row into zero will help drop one clock cycle on shifting process. With this optimization method adopted, nb clock cycles will be saved in one iteration under a block parallelism decoder structure.
Observation2: This optimization adjustment method on QC-LDPC code’s H matrix will show no difference in performance and completely pervasive for all QC-LDPC codes.
Conclusion
The above discussion is summarized with following observations and proposals:
Observation1: Setting the first offset into zero will help drop one clock cycle on shifting process. With this optimization method adopted, nb clock cycles will be saved in one iteration under a block parallelism decoder structure.
Observation2: This optimization adjustment method on QC-LDPC code’s H matrix will show no difference in performance and completely pervasive for all QC-LDPC codes.
Proposal1: In a well-designed QC-LDPC code’s H matrix, the first offsets can be set to zero by matrix transformation, introducing no performance loss of the code. This method helps cut clock cycles and is completely pervasive for all QC-LDPC codes.
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