
3GPP TSG RAN WG1 AH_NR Meeting		R1-1700237
Spokane, USA16th- 20th January 2017

Source:	CATT 
Title:	LDPC codes design for eMBB

Agenda Item:	5.1.5.1 
[bookmark: Source][bookmark: DocumentFor]Document for:	Decision

Introduction
In RAN1#87 [1], the following simulation assumptions were agreed for theLDPC code:
Agreement:
· Code extension of a parity-check matrix is used for IR HARQ/rate-matching support 
· Use lower-triangular extension, which includes diagonal-extension as a special case
· For the QC-LDPC design, the non-zero sub-blocks have circulant weight <=2
· Circulant weight is the number of superimposed circularly shifted ZZ identity matrices
· In parity check matrix design, the highest code rate (Rmax,j) to design j-th H matrix for is 
· Rmax,j<=8/9
· Rmax,j is the code rate of the j-th H matrix before code extension is applied (0 j< J) 
· Rmax,j is the code rate after accounting for the built-in puncturing, if this is applied in H matrix design
· Rate matching to support transmission code rate higher than Rmax,j is not precluded

In RAN#87 we optimized the proposed LDPC codes, discussed someconstructiondetailsandshownthe performance of the proposed LDPC codes in [3]. . 
In this contribution, we further discuss the detail of the LDPC code design for eMBB. 
Description of the evaluate code
The evaluations are mainly performed based on the agreed simulation assumptions in [1]. Following notationsare used for convenience:
1.1 Symbol description
: The maximum number of base information bits in the nested family.
:The number of base information bits in the nested family.
The number of base parity bits used
 The number of zero padding bits
 The number of puncturing bitsin the end of the parity bit sequence
 The number of puncturingcolumn in the base matrix
z: The Lifting size of base matrix
C:The number of parity bits
Hr:The rownumber ofparity check matrix of LDPC code
Hc:The column number of parity check matrix of LDPC code
K: The number of information bits  
Kmax:The maximum information block size
N: The number of transmission bits
R: Code rate  
Fd: Doppler shift  
Ts: Symbol period
	
	


The normalized Doppler shift= Fd* Ts
  
1.2 Simulation description
· AWGN channel/Fading channel
· QPSK/64QAM Modulation, 
· Design code rate={1/3,2/5, 1/2, 2/3, 3/4, 5/6, 24/29,8/9}, 
· Information block length(bits) ={400, 1008,2016,4032},
· Layer SPA decoding algorithm with 25iterations.
· In fading channel, Fd=200,Ts=0.00005,the normalized Doppler shift=0.01.

Characteristic of LDPC codes
[bookmark: OLE_LINK9][bookmark: OLE_LINK11]In this section, some key characteristics of LDPC parity-check matrix are discussed.
· Maximum information block size of LDPC code
Assume Kmax is the maximum information block size. Refer to the transmission mode of LTE, 12288 bits is preferred which is the number of bits of one IP packet.
Proposal 1: The proposed maximum information block size is 12288 bits which is the  number of bits of one IP packet. 
· Maximum CPM size
[bookmark: OLE_LINK3]  If maximum CPM size is the power of 2, the shifting network of LDPC has potential to be implemented by efficient means. Considering the constraint of maximum information block size, we propose that maximum CPM size Zmax should less than or equal to 256.
Proposal 2:  we propose that maximum CPM size Zmax should less than or equal to 256.
· Lowest coding rate
Considering the resource efficiency of hardware, we propose to use the lowest coding rate of 1/3. And the analysis of the minimum code rate is also shown in section 5.3. 
Proposal 3: The proposed minimum coding rate is 1/3.
· Structure of parity check matrix
As discussed in previous meetings, NR LDPC design should support flexible information block length which requires a large amount of LDPC parity-check matrixes. Then, encoding based on the parity check matrix directly is beneficial for achieving low implementation complexity. Typically, lower-triangular structure and double-diagonal structure can be used to support linear encoding without additional storage of generator matrix. Some companies support double-diagonal structure.  Nevertheless, both structures do not perform very well with error floor.  Furthermore, double-diagonal structure has more restrictions than that of lower-triangular in term of base graph construction and hardware implementation. Therefore, LDPC encoding based on parity check matrix directly is preferable 
Proposal 4: LDPC codes for NR should be able to be encoded from parity-check matrices directly.
· Max weight of CPM
[bookmark: OLE_LINK2][bookmark: OLE_LINK1]Our preference is the compact base graph for LDPC design.  The compact base graph can reduce the complexity of decoder implementation. However, there are only a few base graph rows that can be used for construction of high rate codes in the super-compact design, which is challenged in designing high performance LDPC codes.  Thus, we propose to use CPM with weight=2 to improve the performance of LDPC codes, especially for the middle and short block length.
Proposal 5: The proposed maximum weight of the non-zero CPM is 2.
· Uniform base matrix
Uniform base matrix means that code base matrix is derived from a uniform base matrix for any code block size or code rate. A uniform base matrix for eMBB is shown in Figure 1. Three or more base matrices of LDPC codes is hard to achieve IR-HARQ with high complexity of routing network. Furthermore, performance gain between single base matrix and multiple base matrixes does not appear to be significant.
Proposal 6: Uniform base matrix should be considered for LDPC code design.

Construction of LDPC codes

1.3 Code parameters of constructed LDPC codes

Table 1Code parameters of proposed LDPC code
	Type
	
	
	
	
	
	
	
	

	A
	24
	1
	49
	4
	8/9
	1/3
	1008
	12288

	B
	24
	1
	49
	4
	8/9
	1/3
	96
	1008


Note: Type A: Information block size>=1008 bits; Type B: Information block size<1008 bits

 (1)



(2)



(3)



 (4)


1.4 Construction process of basic code family
The basic code family with code rate R and information length K. Parameters R and K are in the range of supported code parameters of basic code family. The following procedures are the steps of constructing the parity check matrix of target code.

Step 1: Generate the parameters CPM size z= K/ ;
[bookmark: OLE_LINK8]Step 2: Generate circulate coefficients matrixCircMat with rows and columns;
Step3: Generate base matrixBaseMat based on the circulate coefficient matrixCircMat and the masking matrixMaskMat;
MaskMat is a 49×73 matrix. The entries are 1 or 0. BaseMat is a 49×73 matrix as well. The (i,j)-thentry in BaseMat(i,j) equals to CircMat(i,j) if MaskMat(i,j)=1, and BaseMat(i,j) equals to -1 if MaskMat(i,j)=0.
Step 4: Generate matrix H1 based on base matrix BaseMat;
H1 is a 49z×28z matrix.It is constructed by replacing the (i,j)-th entry in BaseMat with a circulant permutation matrix whose circulate coefficient is BaseMat (i,j), if BaseMat (i,j)≠-1, or with a zero-matrix ifBaseMat (i,j)= -1. 
Step 5: Generate matrix H2;
H2 is a 49z×45z matrix. 


Ha is a 4z×45z zero-matrix. 
Hb is a45z×45z identity matrix.

Step 6: Generate main matrix ;
The main matrix Hmain=[H1,H2].
Step 7: Generate assistmatrix Hassis;
Given an assisting base matrix BaseMatAssi, whose size is 4 rows and 28 columns.

Replace the (i,j)-th entry in BaseMatAssi with a circulant permutation matrix whose circulate coefficient is BaseMatAssi (i,j)if BaseMatAssi (i,j)≠-1, or with a  zero-matrix if BaseMatAssi (i,j)= -1. The size of resulting matrix  is 49z×28z matrix. 
Step 8: Generate the target parity check matrix H with code rate R and information length K;


is the first K/R columns and (K/R-K) rows of 


H = +
Based on above steps, LDPC codes with various information lengths K and code rates R can be constructed.

From the base matrix perspective, most of circulant weight of the proposed LDPC codes are no more than 1, and at positions (1,1), (4,1), (4,28), (6,1), (7,1), (9,1), (11,1), (12,1), (15,1), (17,1), (19,1), (26,1) the circulant weight of the proposed LDPC codes are 2. An example of proposed LDPC codeis shown in Figure 1.


Figure1：Example of Proposed LDPC code(z=42, R=8/9)


Flexibility of LDPC codes
1.5 Lifting 
LDPC code ensembles with predefined structure can be constructed by means of protograph. By applying a graph lifting operation, Tanner graphs of various sizes can be constructed that preserve the rate, degree distribution of the protograph. It can split the lifting operation into two steps. The first step is selecting the size of CPM(denoted as z) and the second step is determining the circulation coefficient of check Matrix.
The selection of CPM size
In the first step, we give two expanding factors sets for different block sizes. 
If the size of information bits K is equal to or larger than1008(K =42*kb, kb=24)bits, which is the middle and large block size, the granularity of CPM size is 24bits and the set of expanding factors is shown as Zset={41:1:512}. 
If the size of information bits K is smaller than1008bits, which is the short block size, the set of expanding factors is shown as followings


Where N1={2,3,4,5,6,7},j={1,2,3,4,5,6,7};N2={4~41}.
And we can select the size of CPM by


The determination of the circulation coefficient
In the second step, there are two kinds of the circulant weight for the non-zero sub-blocks, andwe give different methods to determining the circulation coefficient of check matrix.
For the size of information bits K is equal to or larger than1008bits, we first calculate the elements of coding of the non-zero sub-blocks in base matrix by




Where is the circulation coefficient in i-th row and j-th column of base matrix, zprime is the maximum prime number which smaller than z. And the construction of  is shown in Figure 2.


Then we superpose identity matrix at positions (1,1), (4,1), (4,28), (6,1), (7,1), (9,1), (11,1), (12,1), (15,1), (17,1), (19,1), (26,1) of base matrix. So the circulant weight of these non-zero sub-blocks are 2.

For the size of information bits K is smaller than1008 bits, we first calculate the elements of coding of the non-zero sub-blocks in base matrix by



Whereis the circulation coefficient in i-th row and j-th column of base matrix with K=1008.

According to the above operation, we get a base matrix of LDPC codes which the maximum column weight of  sub-blocks is one. Then we superpose identity matrix at positions (1,1), (4,1), (4,28), (6,1), (7,1), (9,1), (11,1), (12,1), (15,1), (17,1), (19,1), (26,1) of base matrix only if is not equal to 0.


Figure2:Construction of Hmain part

Observation 1: Lifting operation can be performed in two steps. The first step is selecting the size of CPM and the second step is determining the circulation coefficient of check Matrix.
1.6 Puncturing and Shortening
For the set of lift values are discrete, the single-bit information block length granularity should not be supported by lifting only. So we can use puncturing and shortening methods to adjust the information block size and to achieve the flexibility of code rate. Support of puncturing and shortening should also be considered. We divide the puncturing bits into two categories; they are puncturing at systematic column and parity column.  In base matrix, the first column of systematic part is always punctured. The last bits in the parity column are punctured as needed. If K is not an integral multiple of , the codeword should be shortened. When   , we pad number of zeros at the last bits of the systematic part. An example of puncturing and shortening is shown in Figure 3.
Observation 2:  Puncturing and shortening can be used for supporting flexibility of information and codeword block size.


Figure3:  Structure of Proposed LDPC code
1.7 Repetition


The trade-off between flexibility and resource efficiency is a  concern. For example, if R=1/5, kb=24, pb=1, and K=1008, we need construct a H matrix. But for a R=1/3 LDPC code, the size of the H matrix is only . From hardware resource point of view, it increases almost 30%-50% hardware overhead cost to have higher flexibility.  Therefore, the minimum coding rate supported by the proposed matrix of LDPC code is 1/3. Repetition is an effective method to achieve the lower code rate(R<1/3) and occupies the similar hardware resource with R=1/3. Performance comparison between LDPC codes by repetition method and extension method is shown in Figures 4-5.
[image: ]
Figure4：The performance of proposed LDPC with K=1008, R=1/5 and QPSK modulation.
[image: ]
Figure5：The performance of proposed LDPC with K=2000, R=1/5 and QPSK modulation.

According to the simulation, the result shows that the proposed LDPC code(with repetition) have similar performance than the LDPC code(without repetition) from[4] and [5]. 
[bookmark: OLE_LINK4]Observation 3: The proposed mother code rate is 1/3.  Repetition can be used to achieve lower code rate with acceptable performance.

Encode process of LDPC code



Figure 6: Diagram of IR-LDPC code

The block diagram of IR-LDPC code flow chat is shown in Figure 6. After the IR-LDPC code encoder, the code block of N transmitted bits was  permuted  by an interleaver.   The corresponding deinterleaver is performed at the receiver before the IR-LDPC decoder.  ..
1.8 Encoder for LDPC code


Figure7: Details of proposed LDPC encoder

The highest code rate of proposed LDPC codes is 8/9. The base matrix of it has 4 rows and 28 columns and we call this part as “core”. If we superpose an identity matrix at positions (4, 28) of base matrix which is the last position of the “core”, the weight of this sub-block is 2. And it is hard to achieve systematic encoding based on the parity check matrix. Thus, we modify the last non-zero elements in the upper-triangular part of this sub-block by 0.  The column weight of the first row in this sub-block is one. It is the first encode bit in this sub-block. In this way, the major structure of proposed LDPC codes is not changed and it can also achieve systematic encoding based on the parity check matrix. The detail of this process is shown in Figure 7.

1.9 Interleaver for LDPC code
It is well known that the LDPC code has a built-in interleaver. For raptor-like structure, LDPC codes interleaver within one codeword is beneficial to battle against burst error caused by fast fading channel. Performance comparison of proposed LDPC with/without interleaver is shown in Figure 8. In fading channel, the proposed LDPC codes with a random interleaver outperform the proposed LDPC codes without interleaver by about 1.0 dB coding gain at the BLER of 10-3(K=1008bits, R=1/2, QPSK modulation, Fd=200,Ts=0.00005).
[image: ]
Figure 8: Performance comparison of proposed LDPC with interleaver and without interleaver.
(K=1008, R=1/2, QPSK modulation)

The process of LDPC encoding, preprocessing and permutation are shown in Figure 9.



Figure 9: The process of LDPC encoding, processing and permutation
Observation 4: Permutation within one LDPC codeword is efficient to combat burst error of fading channel.
Evaluation on Performance
1.10 Performance of LDPC with TypeA
· K=1008 bits
[image: ][image: ]
Figure 10: The performance of proposed LDPC with K=1008, R=1/3~ 8/9QPSK/64QAM modulation.


· K=2016 bits
[image: ][image: ]
(QPSK)                                                         (64QAM)
Figure 11：The performance of proposed LDPC with K=2016, R=1/3~ 8/9QPSK/64QAMmodulation.

· K=4032 bits
[image: ][image: ]
(QPSK)                                                         (64QAM)
Figure 12： The performance of proposed LDPC with K=4032, R=1/3~ 8/9 QPSK/64QAM modulation.
1.11 Performance of LDPC with Type B
· K=400 bits
[image: ][image: ]
(QPSK)                                                         (64QAM)
Figure 13： The performance of proposed LDPC with K=400, R=1/3~ 8/9 QPSK/64QAM modulation.

Conclusions
In this contribution, we discuss the LDPC code design for eMBB. The above discussion is summarized with following observations and proposals:
· [bookmark: _GoBack]Observation 1: Lifting operation can be performedin two steps. The first step is selectingthe size of CPMand the second step is determining the circulation coefficient of check Matrix.
· Observation 2:  Puncturing and shortening can be used for supporting flexibility of information and codeword block size.
· Observation 3: The proposed mother code rate is 1/3.  Repetition can be used to achieve lower code rate with acceptable performance.
· Observation 4: Permutation within one LDPC codeword is efficient to combat burst error of fading channel.
· Proposal 1: The proposed maximum information block size is 12288 bits which is the number of bits in one IP packet. 
· Proposal 2:  we propose that maximum CPM size Zmax should less than or equal to 256.
· Proposal 3: The proposed minimum coding rate is 1/3.
· Proposal 4: LDPC codes for NR should be able to be encoded from parity-check matrices directly.
· Proposal 5: The proposed maximum weight of the non-zero CPM is 2.
· Proposal 6: Uniform base matrix should be considered for LDPC code design.
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