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Introduction
In RAN1#87, it was agreed that LDPC codes will be used for the eMBB data channel. Furthermore, the following agreements on LDPC code design were reached [1]: 
Agreements:
· Code extension of a parity-check matrix is used for IR HARQ/rate-matching support 
· Use lower-triangular extension, which includes diagonal-extension as a special case
· For the QC-LDPC design, the non-zero sub-blocks have circulant weight <=2
· Circulant weight is the number of superimposed circularly shifted ZZ identity matrices
· In parity check matrix design, the highest code rate (Rmax,j ) to design j-th H matrix for is 
· Rmax,j <=8/9
· Rmax,j is the code rate of the j-th H matrix before code extension is applied (0 j< J) 
· Rmax,j is the code rate after accounting for the built-in puncturing, if this is applied in H matrix design
· Rate matching to support transmission code rate higher than Rmax,j is not precluded

In this contribution, we discuss the selection of various LDPC code parameters not yet agreed on, such as the maximum information block length, the maximum lifting size Z and the granularity of lifting sizes, the minimum code rate achieved through code extension, etc.
Maximum information block length
Maximum information block length Kmax at the input of the channel encoder is an important design parameter. It affects the code block segmentation. It also affects the decoder implementation complexity. 
In LTE, the maximum information block length Kmax is 6144 bits, which implies that a 1500-byte TCP/IP packet is segmented into two segments. For NR, we propose that Kmax is 6144 bits or somewhat higher. Selecting Kmax as a power-of-two may be advantageous from a hardware implementation point of view.
Increasing the information block length further gives a limited performance improvement of less than 0.2 dB, as shown in Example 1 below.
Example 1
Assume that we have a transport block size of TBS = 8000 bits that should be transmitted using a code rate of 1/2. In this example, we compare the ES/N0 needed to achieve a transport block error probability of 10%, with and without code block segmentation. We consider the LDPC codes proposed in [2] and use the BLER performance for 64QAM reported there for the comparison.
If Kmax ≥ TBS, i.e. 8 000 bits in this example, no segmentation is performed. From Figure 1 we have that an ES/N0 of 10.37 dB is needed to achieve 10% BLER for R=1/2.
If Kmax < TBS, code block segmentation must be performed. Assuming that Kmax ≥ TBS/2, it is enough to divide the transport block into two code blocks, i.e. the information block length of each code block is 4 000 bits. To achieve a BLER of 10% for the whole transport block, the BLER of the separate code blocks should be 5.1% such that the BLER after combination is 1- (1-0.051)2 = 0.1. Figure 2 shows that an ES/N0 of 10.54 dB is needed to achieve 5.1% BLER for K=4000 and R=1/2, and thereby a transport block error probability of 10%. It should also be noted that we have ignored the additional CRC bits needed for each code block in the case where segmentation is performed.
This example shows that the ES/N0 has to be only 0.17 dB higher to achieve a transport block error rate of 10%, if code block segmentation is performed. On the other hand, decoder complexity of K=8000 bits approximately doubles that of K=4000 bits, assuming the same mother code rate. 
The larger the Kmax is, the smaller the BLER performance gain, and the more difficult to justify the increased decoder complexity. 

Based on the above discussion, we propose to use Kmax = 8 192 bits.
1. The maximum information block length is 8 192 bits.
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[bookmark: _Ref469127204]Figure 1	Performance for K=8000 bits, 64QAM and different code rates, from [2].
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[bookmark: _Ref469128733]Figure 2	Performance for K=4000 bits, 64QAM and different code rates, from [2].
Lifting sizes
The lifting size Z of quasi-cyclic LDPC codes has an impact both on BLER performance and on the efficiency of the hardware implementation. With a larger Z, the number of nodes that are handled in parallel in each decoding step is increased. However, a larger Z also induce more structure on the parity-check matrix, which typically gives a slightly worse BLER performance. As for the maximum information block size, selecting Zmax as a power-of-two may be advantageous from a hardware implementation point of view. In fact, all lifting sizes Z that we propose can be formed as a factor times a power-of-two, i.e. Z=j*2i, with i ≥ 3 so that all Z values have 8 as a factor.  Considering this requirement of Z, Z=12 is removed from Table 1, as shown in Table 2.
A good trade-off between BLER performance and hardware implementation efficiency is to use a maximum lifting size Zmax = 256. If a significantly smaller base graph is considered, with corresponding large lifting sizes Z, the BLER performance is reduced. Considering the limit of Kmax = 8192, Z values above 256 (i.e., 384 and 512) are removed from Table 1, as shown in Table 2.
In terms of circulant weight, it has been agreed in RAN1#87 that the circulant weight is no higher than 2. By allowing a higher circular weight (e.g., =2) of each ZxZ submatrix, the BLER performance of a compact base graph may be comparable to that of a larger base graph. However, the hardware implementation becomes more complex if the circulant weight is larger than one and the area efficiency of the decoder will be the same or lower for a compact base graph with higher circulant weight. The more complex hardware is due to more complex memory handling for submatrices with circular weight more than one.
The granularity of lifting sizes that the shift values are optimized for should also be carefully selected. As described in [2], the lifting sizes for which the shift values are optimized may be grouped into lifting groups. For each lifting group, a cyclic shift must be stored for each edge in the parity-check matrix, i.e. the amount of storage needed depends both on the number of lifting groups and the number of edges in the parity-check matrix. The number of lifting groups to select is a trade-off between hardware resources, i.e. storage of configuration parameters for each lifting group as well as hardware support for each combination, on one hand and BLER performance on the other hand. The LDPC code may be adjusted to the desired information block length K, first through selection of a suitable lifting size Z and then, if additional adjustment is needed, through shortening. The rate matching procedure involving the selection of Z and shortening is described in [3]. Shortening may reduce the BLER performance of an LDPC code and excessive shortening should therefore be avoided.
Within one lifting group, the cyclic shifts for each lifting size Z are obtained from the stored cyclic shifts , corresponding to the largest lifting size in the lifting group. The cyclic shifts may be obtained in many ways, for example through a modulo operation or through the equation

where  If an entry is larger than , this is equivalent to the right shift of the binary representation of  by  steps. However, when optimizing the shift values , the shift values corresponding to smaller Z in the lifting group must be considered as well to avoid harmful cycles and structures in the graph of the LDPC code. If one lifting group contains too many Z values, the constraints of the cyclic shift optimization becomes limiting and it is likely that the performance of the resulting LDPC code is not very good for any of the lift sizes. On the other hand, if there are very few Z values in each lifting group, the storage of cyclic shifts may become more demanding, since the number of lifting groups must be higher to support the same number of lifting sizes Z. Furthermore, if the number of lifting sizes Z is low, the performance loss due to shortening may be substantial.
For the set of lifting sizes and lifting groups described in Table 1, with only five lifting groups, the performance loss due to shortening is shown in [3]. A degradation is seen when the information block length K is just slightly higher than Kb,max * Zi, and the next higher lifting factor Zi+1 must be used instead, in combination with extensive shortening. It was observed in [3] that the lifting sizes described in Table 1 limits the ES/N0 degradation to 0.2 dB or less, when switching between two consecutive Z values. Based on this discussion, we propose that the number of lifting groups should be limited to a low number. The exact trade-off between hardware complexity and BLER performance can be discussed further. For example, if the up to 0.2 dB degradation when shifting between consecutive Z values is considered too large, some Z values and possibly one or a few lifting groups may be added. 

1. The number of lifting groups should be limited to a low number.


[bookmark: _Ref462125875][bookmark: _GoBack]Table 1 LDPC base graphs, from [7]
	
	Kb,max
	Kb,min
	Kmax
	Kmin
	Ndeg1
	Rmax
	Rmin
	Z

	Base graph 1
	32
	22
	16384
	176
	2xZ bits
	8/9
	1/4
	Lift 1: 8, 12, 16, 24
Lift 2: 32, 48, 64, 96
Lift 3: 128, 192, 256, 384, 512

	Base graph 2
	10
	6
	960
	48
	Z bits
	2/3
	1/4
	Lift 1: 8, 12, 16, 24
Lift 2: 32, 48, 64, 96



Punctured systematic nodes
As explained in [4], puncturing of one or several systematic nodes can improve the threshold of the code significantly. The punctured nodes should be well connected to the rest of the graph to give the improved performance. The selection of the number of punctured systematic nodes is a trade-off between BLER performance, i.e. reduced threshold, and additional decoder hardware needed to handle the longer codeword that is the consequence of adding punctured systematic nodes.
When designing the base graphs proposed in [2], we achieved the best threshold when considering two punctured systematic nodes in the base graph. For the base graphs described in Table 1 and the highest code rate, this corresponds to an increase in decoding codeword length of 2/36=5.5% for base graph 1 and an increase of 2/15=13% for base graph 2. Our view is that this increase in complexity is acceptable due to the significant BLER performance improvement.
Based on the above discussion, we propose that any LDPC code selected for NR should have two punctured systematic nodes in the base graph.
1. The LDPC code/codes selected for NR should have two punctured systematic nodes in the base graph.

Minimum code rate achieved through code extension
For LDPC codes, both decoding complexity and latency increase with decreasing code rate, at least when the low code rate is achieved through code extension. The increased decoding complexity and latency can however be limited using repetition instead of code extension. In the following, we denote by Rmin, the lowest code rate that the parity-check matrices should support, i.e. the lowest code rate achieved through code extension. In [5], we show the impact on BLER performance when repetition is used instead of code extension. The relative complexity and latency for different Rmin are calculated as well.
For LDPC codes, the codeword length depends on both information block length K and code rate R. A large information block length combined with a very low code rate results in a long codeword. In the design of the decoder hardware, provisioning based on the maximum code block size must be done, including the systematic punctured bits, but not the punctured degree-1 parity bits. Given the maximum code block size to build in a decoder implementation, the minimum code rate R (without repetition) has to be higher for larger info block size K, while it is allowed to be lower for smaller info block size K. We propose that the minimum code rate (without repetition) that is used with a specific information block size is limited by the largest code block size that the hardware has been provisioned for. By considering a minimum code rate that depends on the information block length, the hardware is utilized more efficiently. Otherwise, if any combination of information block length and code rate is allowed, the hardware must be designed for a very long codeword corresponding to the longest information block length and the minimum code rate. Such combinations are rarely used in practice. We propose that the maximum codeword length is limited to 24 576 bits, including punctured systematic bits. In this case, the minimum code rate that can be used with K=8192, Z=256 and 2xZ punctured systematic bits is 0.34. 

1. Define a maximum codeword length to design the decoder hardware for.

Based on the results from [5], we conclude that selecting overall Rmin = 1/5 is a good trade-off between BLER performance and decoding complexity and latency, where the overall Rmin is the minimum code rate across all base matrices if multiple base matrices are used. Note that it is possible that certain base matrices are not designed to provide code rate 1/5, if multiple base matrices exist. Base matrices designed for a high maximum code rate, like R = 8/9, may become very large when extended to a low code rate, which may not be appropriate from a latency and complexity point of view. Rmin=1/5 may also be low enough to achieve the high reliability needed for some URLLC scenarios. With the given maximum codeword length constraint of 24 576 bits, this minimum code rate can be achieved for any information block length K ≤ 4 813 bits. In Figure 3 and Figure 4 we show the performance loss by performing encoding and decoding for a fixed minimum code rate Rmin, while the desired code rates lower than Rmin are achieved through repetition of some of the transmitted bits. Note that the set of bits to repeat has not been optimized, but the bits are simply repeated from the beginning of the codeword only excluding the first punctured bits. When designing the base graphs, the variable nodes may be ordered in such a way that repetition from the beginning of the codeword is optimal. The LDPC code used here is described in [6] and the codes are decoded by the sum-product algorithm with 50 decoding iterations. Figure 3 shows that, for a short code with k=320 bits, there is less than a 0.3 dB performance loss at a BLER of 10-2, due to repetition, when the desired code rate is 1/12. Furthermore, Figure 4 shows that the performance loss due to repetition for a code with k=7680 and 64QAM is not more than 0.43 dB at a BLER of 10-2 and a desired code rate of 1/6.

Based on the above discussion, we have the following proposals:
1. To reduce the implementation complexity, low code rates should be achieved through a combination of code extension and repetition.
1. Repetition should be performed from the beginning of the codeword, excluding the punctured systematic bits.
1. To reduce the implementation complexity, the code extension should stop at rate 1/5 or higher.
[image: ]
[bookmark: _Ref469150402]Figure 3	Performance comparison between extended code (solid lines) and repetition of code with rate 1/5 (dashed lines).
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[bookmark: _Ref469150404]Figure 4	Performance comparison between extended code (solid lines) and repetition of code with rate 1/5 (dashed lines).

Based on the discussion in this contribution, we propose to change the parameters of our previous design (Table 1) to parameters shown in Table 2, with all changes highlighted. Additional lifting sizes Z and/or lifting groups may also be proposed.
[bookmark: _Ref471463272][bookmark: _Ref471463267]Table 2	Proposed LDPC parameters
	
	Kb,max
	Kb,min
	Kmax
	Kmin
	Ndeg1
	Rmax
	Rmin
	Z

	Base graph 1
	32
	22
	8192
16384
	176
	2xZ bits
	8/9
	1/3
	Lift 1: 8, 12, 16, 24
Lift 2: 32, 48, 64, 96
Lift 3: 128, 192, 256, 384, 512

	Base graph 2
	10
	6
	960
	48
	Z bits
	2/3
	1/5
	Lift 1: 8, 12, 16, 24
Lift 2: 32, 48, 64, 96



Conclusion
In this contribution, we have discussed the selection of various LDPC code parameters. We made the following proposals:

1. The maximum information block length is 8 192 bits.
1. The number of lifting groups should be limited to a low number.
1. The LDPC code/codes selected for NR should have two punctured systematic nodes in the base graph.
1. Define a maximum codeword length to design the decoder hardware for.
1. To reduce the implementation complexity, low code rates should be achieved through a combination of code extension and repetition.
1. Repetition should be performed from the beginning of the codeword, excluding the punctured systematic bits.
1. To reduce the implementation complexity, the code extension should stop at rate 1/5 or higher.
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