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1 [bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Introduction
According to the agreements on channel coding for control channel done in 3GPP TSG RAN1#87 meeting, further study on repetition codes and block codes for very small block length is needed. In this contribution, we will explore the complexity and the performance of the PC-Polar codes for very small information block. 
Notations: 
K: 	information block length 
M: 	code length 
N:   power-of-two mother code length, N =  
L: 	List Size 
2 Discussion 
A channel coding scheme for NR has to be evaluated for the following major aspects:
· Complexity – it will have lower complexity than the counterparts used in LTE.
· Performance – it will have no worse performance than counterparts used in LTE.
2.1 Complexity 
One motivation to investigate the possibility to use PC-Polar code for very small information blocks is to reduce the complexity.  
Both LTE-RM and Simplex codes use a ML (maximum likelihood) decoding algorithm based on FHT (Fast Hadamard Transformation). This algorithm needs to compute 2K correlation values for the 2K code words. Thus, their computational complexities are as following: 
· 5*25 for K≤6
· 5*25*2(K-6)=5*2(K-1) for K>6
In contrast, the complexity of a SCL (successive-cancellation-list) decoding algorithm is:
· O(ratio*L*N*log2(N)) + O(ratio*L*(N-1) ) + K* O(2*L*log2(2*L)) [2],
where ratio is the number of frozen header bits that a SCL decoder skips.
Figure 1 shows the comparison of the complexity between RM/Simplex ML decoder with SCL-2/8 decoder for K from 5 bits to 13 bits. 
[image: ]
Figure 1: Complexity Comparison between polar SCL decoder and RM ML decoder

Observation-1: The complexity of ML decoder for RM code and Simplex code is higher than SCL decoder for polar codes.
It is noted that to the polar decoder that is used for larger block lengths can be reused for the very small block lengths.
2.2 Design principle
We adopt the PC-Polar  codes design principle in [3] for such small information blocks, in which several parity-check sub-channels are selected to transmit the parity-check bits so that a SCL decoder can make use of them for path selection. To have a coding gain comparable with an ML decoding algorithm, the code construction (puncture-bit positions, shortened sub-channels, information/PC/frozen sub-channels) can be obtained through an exhaustive search for a given (K,M). For example, one possible searching procedure can be: 
(i) To determine the rate matching pattern that includes repetition, puncture, shorten and combinations;  
(ii) To have a new generator G’ by repeating or removing certain columns and rows of generator matrix G. 
(iii) To flag certain rows of G’ as frozen sub-channels, PC-frozen sub-channels, and information sub-channels. To measure its polarization reliability metric. 
(iv) To set these PC-frozen bits by a forward-only PC function.
(v) To find its minimum code distance by enumerating 2K code words
By iteratively adjusting the parameters in (i)-(v), we measure the minimum coding distance of each resultant code construction to find the one with the largest minimum code distance. 
Info length = 1 bit 
The code construction is simply a repetition code. It is a special case of polar code, in which all sub-channels of its N-by-N generator matrix are allocated for frozen bits except the last one for an all-one row and then an arbitrary set of (N-M) coded bits are punctured.
Info length = 2/3/4/5 bits (code length≥2K-1)
Its power-of-two mother code length N is set to be N=2K. The last (all-one) row and last column of the N-by-N generator matrix G is shortened (removed) into an (N-1)-by-(N-1) intermediate generator matrix G’. The K sub-channels with a hamming weight of (K-1) are the information sub-channels, and the rest are frozen sub-channels. The code construction table can be found in the Appendix. This intermediate polar code is repeated several times to reach the target code length M. In the case that M cannot be divided by (2K-1), the higher-end bits in the code word are punctured. These codes are equivalent or close to some of the best codes in terms of minimum code distance [4][5].
Info length ≥ 5 bits (code length≤32)
For these cases, parity check bits can be used to enhance the minimum code distance of Polar codes. As examples, we provided detailed code construction tables for M=32 and M=20 in Appendix.
Info length ≥ 12 bits (code length>32)
When the code length becomes longer, we may directly apply the construction method described in [2]. For very short information block length, we simulated the cases of M=48 and 12≤K≤22 and compared them with LTE-RM. For longer information block length, the performance comparison can be found in [6].
2.3 Performance Evaluation
We compare PC polar code with the following coding schemes at different block length:
Table 1 Simulation assumptions for very short information block length
	Channel/Modulation
	AWGN/QPSK

	Code length
	20, 32, 48

	Info block length
	1
	2~4
	5~22
	1~22

	Coding scheme
	Repetition
	Simplex
	LTE-RM
	PC-Polar

	Decoding algorithm
	ML
	ML
	FHT (ML)
	PC-SCL
List ≤ 8


Simplex code is a dual of Hamming code that requests a code word length of  and has a very limited granularity. We use repetition and puncturing scheme in the simulations to match the code length, as LTE PCFICH channel extends Simplex code (K=2, N=3) to 32 bits by repetition. We use ML (maximum likelihood) decoder for both LTE-RM and Simplex code and SCL 8 or less for PC polar codes.
We simulate information block lengths from 1 bit to 13 bits using the codes provided in the Appendix. Note that channel coding of LTE PCFICH is based on Simplex code (K=2 and N=32 case).
[image: ]
Figure 2: M=20, K=1 to 13
[image: ]
Figure 3: M=32, K=1 to 11

[image: ]
Figure 4: M=48, K=12 to 22

Observation-2: PC-Polar with SCL-8 decoder can achieve similar or better performance than LTE-RM and Simplex code. 
Figure 5 shows the comparison of the ML decoder (LTE-RM) and PC-SCL decoder with list size 2 and 4, for K=1,2,3,…,7 and M=32. 
[image: ]
Figure 5: List 2 decoder achieves near-ML performance for K=6
Observation-3: PC-SCL-2 decoder can achieve almost the same performance as an ML decoder for LTE RM codes. 
3 Conclusion
In this contribution, we discuss the channel coding scheme for very small block lengths. We have the following observations:
Observation-1: The complexity of LTE-RM and Simplex code with ML decoder is comparable or higher than Polar code with SCL decoder.
Observation-2: PC-Polar with SCL-8 decoder can achieve similar or better performance than LTE-RM and Simplex code. 
[bookmark: _GoBack]Observation-3: PC-SCL-2 decoder can achieve almost the same performance as an ML decoder for LTE RM codes. 
Based on the analysis and evaluation, polar code can be considered also for the channel coding scheme for very small block lengths.  
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Appendix
The PC-Polar code construction table for very small block is given below. Figure 6 is an example of how a code construction is interpreted. 
· Blue slot denotes a frozen bit position
· Green slot denotes an information bit position
· Red slot denotes a shortened bit position
· Yellow slot denotes a PC-frozen bit position
The slot with number(s) denotes its associated parity check function number(s). For example, the information slot tagged “1,2” is checked by both the 1st and the 2nd PC-frozen bits; the information slot tagged “2” is only checked by the 2nd PC-frozen bit. Moreover, the PC-frozen slot tagged “1” is the check bit of the 1st parity function, and so on.


Figure 6: An example of code construction

Specifically, the code constructions for K=2,3,4,5 and M≥2K-1 are given in Table 2. The code constructions for M=32 and M=20 are given in Table 3 and Table 4, respectively.

Table 2 Code construction for K=2,3,4,5 and M≥2K-1
[image: ]

Table 3 Code construction for M=32
[image: ]

Table 4 Code construction for M=20
[image: ]
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