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In 3GPP RAN1 #87 Reno meeting, Polar code was agreed for uplink eMBB Control Channel and was taken as a working assumption for the downlink eMBB Control Channel. 
In this contribution, we focus on a Parity-Check Successive-Cancellation List (PC-SCL) Polar decoder hardware implementation for the eMBB control channel and provide updated hardware implementation results to confirm Polar code as an agreement for the downlink eMBB Control Channel.  Additional details are provided regarding the power estimation and evaluation.

Polar Code for eMBB Control Channel
From the discussions on list size of polar decoder in previous RAN1 meetings, it seems that there was a common understanding in using a list size on the order of 8 for the comparisons as a good compromise between performance and implementation. The performance part and the comparison with other channel coding scheme using List 8 (and also 32) polar decoder were addressed in [5]. In this contribution we further discuss the implementation aspects [6] for a PC-SCL Polar decoder with a list size of 8 (PC-SCL8) for the eMBB control channel.

Table 1	Implementation Complexity for eMBB Control Channel (PC-SCL8)
	Code Construction
	Parity-Check SCL Polar Code – no segmentation

	Decoding Algorithm
	PC-SCL (List Size 8)

	Decoding Resources
	4 parallel codewords with N up to 2K

	Internal Memory
	225 kbits

	Estimated Area
	0.21 mm2



The decoder area estimate is extracted from pre-layout synthesis results in 14nm ASIC technology and already includes physical characteristics of the Polar decoder design such as cell density for routing of wires, preliminary cell placement for power/area optimization and signal strength for long wires.  Therefore, the PC-SCL decoder area estimate provided in this document should be highly correlated to the future manufactured ASIC.

PC-SCL Implementation Workflow
To ensure consistency between the BLER performance results of the PC-SCL8 Polar decoder, its implementation complexity and the achievable decoding latencies, the following workflow is used.


Figure 1	PC-SCL8 Implementation Workflow

The input of the workflow is an encoded codeword with a code length N and code rate R.  The same input data is sent to the C-model and the RTL implementation of the decoder.  The C-model produces both the BLER performance results and the decoded information block.  In parallel, the implemented decoder performs the decoding of the codeword and extracts the information bits.  The decoded information bits from the C-model and RTL are compared and matched.  Finally, the decoding latencies are measured from the RTL implementation simulations.  Those decoding latencies are used to calculate the total blind detection latency of the 44 candidates, as detailed in the next section.

Parity-Check Code Construction Algorithm for Decoding and De-rate Matching
The parity-check Polar code construction algorithm [2][3][4] for decoding and de-rate matching allows the PC-SCL Polar decoder to identify punctured, frozen, information and parity check bit positions within the codeword.
The PC-SCL Polar decoder area estimate includes all the logic required for the implementation of the parity-check Polar code construction algorithm for decoding and de-rate matching, as illustrated in the following figure.  The time required to perform the code construction algorithm is also accounted for in the codeword decoding latencies and power estimates provided in this document. Some parallelized implementation of the code construction can be found in the appendix. 



Figure 2 Parity-Check Polar Code Construction Algorithm for Decoding and de-rate Matching

Observation 1: PC-SCL8 hardware results (area, latency, power) include all the logic to implement the parity check algorithm and decoding

PC-SCL Decoder Implementation Enhancements
This section describes the enhancements used in the Polar decoder design to reduce the latency and area. The proposed Polar decoder implements a SC-List decoding algorithm optimized for better hardware performance.  All decoder optimizations are included in the PC-SCL BLER performance evaluation.

Observation 2: All PC-SCL8 decoder design enhancements used to optimize the decoding latencies are included in the BLER performance evaluation.

Parallel Bit Decoding
Instead of decoding codeword bits one-by-one, the Polar decoder performs parallel bit estimates on 4-bit group.  Since the same number of LLR computations are executed, the bit group estimates does not affect the BLER results.  However, by decoding 4 bits in parallel, the total decoding latency and power are greatly reduced as the decoding path sorting operation is only run once for 4 code bits.

Decoding Path Sort
Typically, the sorting complexity grows exponentially with the numbers of path metrics to sort.  For a list size of 8, each decoding path L is extended by 24 possibilities (where 4 represent the number of parallel decoded bits).  Technically, it would require a sort module with 128 (16*L) input path metrics.
To minimize the sort module complexity, the decoder drops the worst 8 PMs within each decoding path before the PM sort.  Given only 8 PMs can survive the sort step, dropping the worst 8 PM per decoding path does not affect the BLER results and reduce the area and latency of the sort module.
The final sort complexity is 64 (8L) inputs to 8 (L) outputs, resulting in a 75% complexity reduction compared to 128 (16L) to 8 PM sort module.

Decision-Aided SCL Decoding
As published in [1], the PC-SCL decoder implementation takes advantage of the reliability status of the information and parity check bits, as follow:
· When a 4-bit group contains a mix of reliable (“good”) and unreliable (“bad”) bits, the Polar list decoding algorithm performs the LLR computations followed by path metric update and sort.

· When a 4-bit group contains only reliable information or parity check bits, the LLR computations are still performed, but the decoding paths are not extended and the path metric sort is skipped.
Note:  The Polar list decoder considers the punctured bits as reliable bits inside 4-bit groups.
The decoding latency optimization using the reliable bit position is achieved with negligible impact on the BLER performance.  The main criteria when determining the acceptable reliable bit ratio is to keep the BLER within 0.1dB at 1E-2 compared to the BLER results without using reliable bit status.

Observation 3: The BLER impact resulting from the decoder taking advantage of reliable bit positions inside a Polar codeword is less than 0.1dB for all codeword scenarios.

The following table details the reliable bit ratio used for different K and R values with BLER loss < 0.1dB at 1E-2.  The table data format is (X%, Y%), where :





Table 2	Reliable Information bit Ratio (X%, Y%)
	
	R = 1/6
	R = 1/3
	R = ½
	R = 2/3

	K = 32
	55%, 28%
	60%, 37.5%
	70%, 40.6%
	85%, 44%

	K = 48
	60%, 43.75%
	65%, 45.8%
	80%, 58.3%
	75%, 62.9%

	K = 64
	60%, 42.2%
	75%, 51.7%
	90%, 60.9%
	75%, 60.9%

	K = 80
	70%, 43.75%
	90%, 57.5%
	70%, 60%
	85%, 62.5%

	K = 120
	65%, 50%
	65%, 53%
	75%, 50.8%
	80%, 64.2%

	K = 200
	70%, 55.5%
	70%, 57%
	75%, 59%
	80%, 65%



Parity-Check Frozen (PF) Bit Decoding
Parity-check frozen (PF) bits can be located in reliable or unreliable positions.  The PC-SCL decoder adapts the decoding algorithm based on the PF bit reliability and the parity check results.
The parity check expected value is obtained from the PF bit estimation (using the last stage LLR result).  The parity check accumulated value is calculated by the PC-SCL decoder using previously decoded information bit values. The parity check fails when expected and accumulated parity values differ.  Otherwise, the parity check is successful.
A decoding path metric is only penalized on parity mismatches, as follow:
· For unreliable PF bit, its PM is penalized by the absolute value of the resulting LLR value.
· For reliable PF bit, the decoding path is dropped by setting its PM to the maximum value.
· Given expected parity value is reliable, a wrong value must have been estimated for one (or many) of the previously decoded information bits.  Because of an unrecoverable error, the decoding path is invalided.
The following table summarizes the parity-check frozen (PF) bits decoding steps.

Table 3	Parity-Check Frozen Bit Decoding Algorithm
	PF Position Reliability
	LLR Computations
	Parity Check Result
	PM Update
	PM Sort

	Good
	
	Match
	No change
	Skipped

	Good
	
	Mismatch
	
	

	Bad
	
	Match
	No change
	Skipped

	Bad
	
	Mismatch
	
	



PC-SCL Decoder Early Termination
An active UE would keep doing the blind detection over the CCE candidate pool until it finds a candidate that is allocated to the UE.
In LTE, a UE receiver has to complete a TBCC Viterbi decoding procedure to make a decision solely based on the CRC check result for every candidate, which costs heavy power and energy consumption on average.  
For polar codes, there are several methods to help reduce the average power and energy consumption. 
· Scrambling UEID over Frozen sub-channels. Only a decoder with the correct frozen sub-channels is able to decode this block correctly. Therefore, based on the path metric accumulated by a successive-cancellation decoder, some false-alarm candidates are eliminated before the entire block is decoded. 

· Split and masked CRCs. Attributed to successive cancellation decoding algorithm of Polar Codes, we can split a 16-bit scrambled codeblock (CB)-level CRC and scatter them into the CB for early termination. At the decoding side, this split and masked CRC setup scheme allows a SC-based decoder to early terminate the detection procedure at the first 8-bit CRC for an erroneous code block.  A high percentage of false-alarm blocks are early terminated by the first half CRCs. 

· Parity Check. When the parity check fails for all decoding paths, the PC-SCL Polar decoder can safely terminate the unsuccessful decoding of the codeword before reaching the last bit of the codeword.
PC-SCL8 Decoding Latency
The following table summarizes the decoding latencies for various codeword scenarios for the eMBB control channel.
Table 4	Decoding Latencies for eMBB Control Channel (PC-SCL8)
	Codeword Length (N)
	128
	256
	12
	1024
	2048

	Info Bits (K)
	20
	40
	60
	80
	200

	Code Rate (R)
	
	
	
	
	

	Latency (ns) @ 1GHz
	105
	245
	423
	1034
	2004

	Throughput (Gbps)
	0.38 
	0.33 
	0.28 
	0.15 
	0.20 

	Hardware efficiency (Gbps/mm2)
	3.63 
	3.11 
	2.70 
	1.47 
	1.90 



Reduced decoding latencies will be obtained using more recent ASIC technologies already available.  Different Polar code architectures of a PC-SCL decoder or different implementation optimizations can also contribute to decoding latency savings.

Power Evaluation
To evaluate the power consumed the proposed PC-SCL8 decoder implementation, RTL simulations were run with various eMBB Control Channel codewords having different N, K and R.  From the simulations, the internal decoder activity (responsible for the dynamic power) is extracted and used to generate power estimated.
The power estimates are published in the next table for various codeword scenarios.  The published power estimates assume that the PC-SCL decoder is 100% actively decoding codewords.  In reality, the eMBB Control channel decoder will be inactive during the 5G radio frame segments dedicated to eMBB Data Channel.
The PC-SCL decoder automatically enters a “standby” mode when all control codewords have been decoded.  In this mode, the decoder activity is null and the dynamic power consumed by the hardware becomes negligible.  Since the decoder configuration, control state and memory content remain unchanged in this power-down mode, the PC-SCL decoder switches back to an “active” as soon as a new control codeword is available.
Note: In a synchronous hardware design, disabling the clock signals forces the decoder in a “standby” mode by preventing the toggling of internal signals and memory accesses.

Table 5	PC-SCL8 Pre-layout Codeword Power Estimates with 100% activity
	N
	K
	R
	Dynamic (mW)
	Leakage
(µW)
	Total
(mW)

	
	
	
	Logic
	Memory
	
	

	2048
	200
	1/8
	19.05
	25.10
	77.25
	44.23

	1024
	80
	1/12
	18.85
	26.95
	
	45.88

	512
	60
	1/8
	18.90
	27.65
	
	46.63

	256
	40
	1/6
	14.80
	28.60
	
	43.48

	128
	20
	1/5
	15.40
	28.80
	
	44.28

	Average Per-codeword Power Estimate
	44.90 mW


Blind Detection
A total of 22 PDCCH candidates are blindly decoded (6 from CSS and 16 from UESSS).  For each PDCCH candidate, two DCI format sizes are decoded for a total of 44 possibilities.  The proposed Polar decoder performs the parallel decoding of 4 candidates.


Figure 3	Blind Detection with 4-codeword Parallel Decoding

Decoding Latency
The total PDCCH decoding latency shown in the next table is the sum of decoding all PDCCH candidates.  It is observed that the Polar decoder with list size 8 can complete all 44 PDCCH candidate blind decoding within approximately 4.07µs for 20MHz system.
Table 6	LTE PDCCH decoding latency for PC-SCL8 Polar Decoder (in µs)
	DCI Combination
	1.4M
	3M
	5M
	10M
	15M
	20M

	(DCI 1A+DCI 1C) + (DCI 1A+DCI 1)
	3.19
	3.38
	3.45
	3.53
	3.69
	3.99

	(DCI 1A+DCI 1C) + (DCI 1A+DCI 1B)
	3.25
	3.40
	3.44
	3.46
	3.48
	3.51

	(DCI 1A+DCI 1C) + (DCI 1A+DCI 2)
	3.39
	3.71
	3.99
	4.02
	4.03
	4.07

	(DCI 1A+DCI 1C) + (DCI 1A+DCI 2A)
	3.32
	3.53
	3.71
	4.00
	4.02
	4.05



Observation 4: PC-SCL8 blind detection total decoding latency is 4.07µs.

Power Evaluation
With the average codeword power estimates and LTE blind detection latency estimates provided in this document, we can evaluate the power consumed to perform the decoding of 44 candidates carried within the PDCCH segment of an LTE subframe using the following formula:





Therefore, using PC-SCL8 decoder to perform the LTE blind detection consumes 1.04mW.  In “standby” mode, the PC-SCL8 draws approximately 309µW (leakage power).

Observation 5: PC-SCL8 requires 1.04mW for LTE PDCCH blind detection.
Conclusion

Observation 1: PC-SCL8 hardware results (area, latency, power) include all the logic to implement the parity check algorithm and decoding
Observation 2: All PC-SCL8 decoder design enhancements used to optimize the decoding latencies are included in the BLER performance evaluation.
Observation 3: The BLER impact resulting from the decoder taking advantage of reliable bit positions inside a Polar codeword is less than 0.1dB for all codeword scenarios.
Observation 4: PC-SCL8 blind detection total decoding latency is 4.07µs.
Observation 5: PC-SCL8 requires 1.04mW for LTE PDCCH blind detection.

Conclusion 1: Based on the analysis shown in this contribution and in [6], it can be concluded that no significant issues are identified in relation to latency, power consumption and implementation complexity for polar coding. The polar decoder has limited implementation complexity, acceptable decoding latencies and very small estimated power while maintaining BLER performance.
Conclusion 2: Polar code is agreed for the downlink eMBB Control Channel.

References
Li, Shen, Chen, “A Decision-Aided Parallel SC-List Decoder for Polar Codes”
R1-1611254: “Details of the Polar code design”, Huawei, HiSilicon
R1-167209 “Polar code design and rate matching”, Huawei, HiSilicon, 3GPP TSG RAN WG1 Meeting #86, Gothenburg, Sweden, August 22nd - 26th, 2016
R1-1700088: “Summary of polar code design for control channels”, Huawei, HiSilicon
R1- 1611257 Performance evaluation of channel codes for control channel	Huawei, HiSilicon
 R1-1613300 Design Aspects of Polar and LDPC codes for NR	Huawei, HiSilicon



Appendix 
[bookmark: _GoBack]The most critical stage among the code construction is to decide the pattern of the sub-channels given an information block length (K) and a code rate (R) or equivalently the code length (M). This appendix will introduce one possible method to parallelize the selection of the information (I), parity-check frozen (PF), and frozen (F) sub-channels that has been implemented and verified on our hardware platform. 

In this implementation, a pre-calculated sequence   of a polarization weight [2] values normalized to Nmax directly from the ordered sequence Qmax [2] had been used, we can simply get the Z by:
for i from 0 to Nmax-1 ,   set Z[Qi] = i;		(1)

In an example for Nmax=16, the polarization weight sequence [2] is WNmax  = [0 1 1.1892 2.1892 1.4142 2.4142 2.6034 3.6034 1.6818 2.6818 2.8710 3.8710 3.0960 4.0960 4.2852 5.2852], its ordered (sub-channel index) sequence QNmax is [0 1 2 4 8 3 5 6 9 10 12 7 11 13 14 15], then we can get the sequence Z by the quantized operations in (1): 
ZN=16  = [0 1 2 5 3 6 7 11 4 8 9 12 10 13 14 15]. 
One important property of this sequence is that the ZN (N < Nmax) can be a subset of ZNmax in a nested way. For example, ZN=8 can be directly generated from ZNmax=16 by taking the first N values. 
ZN=8 = [0 1 2 5 3 6 7 11].
Also, a code configuration table had been setup offline. For each supported (M, K) set, there will be four elements list below:
· ZI: 	Information threshold
the minimum quantized polarization weight value of information bits (all information sub-channels should have higher quantized polarization weight value than ZI)

· RWP: PC-frozen row weight
the minimum row weight of PC-frozen bits.

· ZA: 	PC-frozen threshold A
the minimum quantized polarization weight value of PC-frozen bits with row-weight RWP.

· ZB:	PC-frozen threshold B
the minimum quantized polarization weight value of PC-frozen bits with row-weight 2*RWP 

According to the code construction rule described in [2][4] (assuming bit reversed shortening [2] as the rate matching scheme), the frozen, PC-frozen, and information sub-channels can be determined in parallel by below rules:
· P (punctured bits): 
bitrev(i) > M, where bitrev(i) denotes the bit reversed value of i[2].
· F (frozen bits): 
Zi<ZI && RW≠{RWP, 2*RWP}
· PF (PC-frozen bits): 
(RWi==RWP && Zi>ZA) || (RWi==2*RWP && Zi>ZB) || (Zi<ZI && RW=={RWP, 2*RWP})
· I (information bits): 
Zi≥ZI && I≠(PF || P)

The steps of parallel code construction are summarized below:
1) Obtain code configuration from code configuration table.
·  Fetch {ZI, RWP, ZA, ZB} for specified {M,K} 
2) Obtain Z sequence, assuming l is the degree of parallelism
· Fetch Z = [Z0, Z1 ,…, Zl-1] from Zmax
· Compute RW(row weight): [RW0,RW1,…,RWl-1]
3) Determine Frozen/PC-Frozen/Information Set
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