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1 [bookmark: _Ref3971582]Introduction
The Rel-16 Work Item (WI) on “Additional MTC enhancements for LTE” [1] has the following as one of its objectives: 

	The objective is to specify the following set of improvements for machine-type communications for BL/CE UEs.

[…]

Improved DL transmission efficiency and/or UE power consumption:
· Specify MPDCCH performance improvement by using CRS at least for connected mode [RAN1, RAN2, RAN4]




The topic has been discussed at RAN1#94 to RAN1#98bis and the corresponding agreements are listed in [1], a few of the agreements that can be studied and discussed further, are listed below: 

RAN1#97:
· Agreement
When CSI-based precoding is configured, use predefined precoding cycling as the fallback mechanisms.
· FFS: Details on fallback mechanism


RAN1#98:
· Agreement
A fixed subset of the candidates in the MPDCCH search space(s) are reserved for the precoder cycling fallback. The subset of candidates is designed in such a way that the UE complexity is taken into account for the following aspects:
· Number of channel estimations
· LLR storage
· Blind decodes are not increased
For comparable performance, the alternative with the smaller complexity will be selected.
RAN1#98bis:
· Agreement
Precoder cycling in time domain is done sequentially and in a cyclic manner 
· FFS: whether it is combined with periodic pseudo random initialization

· Agreement
Select one of the following in RAN1#99
· Alt1: For 2 Tx in the distributed transmission, fixed two precoders (0,1) are paired for every subframe and PRB.
· Alt2: For 2 Tx in the distributed transmission, precoder set { (0,1), (1,0) } is used for precoder cycling 

· Agreement
Select one of the following in RAN1#99
· Alt1: The predefined pairs of rank-1 precoders {12,13} and {14,15} can be cyclically used in the frequency domain
· Alt2: The predefined pairs of rank-1 precoders (12,13), (14,15), (15,12), (13,14) are used for precoder cycling in the frequency domain.

In this contribution we further discuss this work item objective.
2 [bookmark: _Ref178064866]Discussion
The contributions from different companies in RAN1#94 to RAN1#97, as summarized in [3]-[10], have resulted in the agreements listed in [2]. The basis for these agreements is to establish a relation between the MPDCCH DMRS and the CRS, known to both the network and the UE. Thereby, the reference signals can be combined to improve channel estimation performance and thus the demodulation performance. We have made an assessment of the achievable performance gain by using both DMRS and CRS for channel estimation compared to using only DMRS [11]. Our results confirm that by using CRS in addition to DMRS, at 1% BLER the performance can improve by ~2.5 dB for localized and by ~2 dB for distributed transmission.
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According to the agreements, the CRS can be used for improving channel estimation in both idle and connected modes. All BL/CE UEs in connected mode are individually configured to monitor MPDCCH USS and Type0-MPDCCH CSS in one MPDCCH-PRB-set, where such a set uses either localized or distributed transmission. 
	4/4	

2.1 Precoder selection
2.1.1 CSI-based precoding
In RAN1 #94bis it was agreed to use closed-loop precoding for the cases in that the CSI report is available. In CSI-based precoding, the network node uses the precoder which is reported by UE. However, if the CSI report is not reliable, decoded wrongly or missed, the eNB may use another precoder which is different from the reported precoder by UE. This can degrade the achievable performance gain which can be obtained by combining channel estimation based on DMRS and CRS. Therefore, in RAN1 #96, it was agreed to consider a fallback mechanism for the CSI-based precoding when the CSI report is missed or not decoded correctly. In RAN1 #97, it was agreed to use precoder cycling as a fallback solution, however the mechanism of triggering the fallback precoding has been left for further study. 
There have been several proposals on different ways in which the monitored search space(s) can be partitioned between MPDCCH candidates using CSI-based precoding or cycling. One such example could be to use the MPDCCH-Type0 common search space (abbreviated CSS-0 below) as the fallback solution employing precoder cycling, whereas the UE-specific search space (USS) is used for CSI-based precoding. In CSS-0, the only candidate monitored is the one using full aggregation level for the monitored PRB-set, but for up to four repetition levels depending on the configured  value. There is a recent change to 36.213, Section 9.1.5, which limits the use of CSS-0, namely:
A BL/CE UE configured to monitor MPDCCH candidates with CRC scrambled by C-RNTI or SPS C-RNTI with the same payload size and with the same aggregation level in the Type0-MPDCCH common search space and the MPDCCH UE-specific search space shall assume that for the MPDCCH candidates with CRC scrambled by C-RNTI or SPS C-RNTI, only the MPDCCH in the UE specific search space is transmitted.
The reason for introducing this change was to avoid ambiguities that may arise when the UE is configured with the Rel-14 feature of larger maximum UL TBS, in which case the same MPDCCH message might be interpreted differently if transmitted in USS or CSS-0. Thus, before CSS-0 is considered to be used, it is necessary to ensure that such ambiguities are avoided. One can note that it is very likely so that the MPDCCH can be correctly decoded provided a correct assumption of the precoder, be it based on cycling or (constant) CSI-based. It is therefore not considered to be an obstacle in this scenario.
In addition to the above restriction on CSS-0 usage, it is supposed to be used only with Rel-13 features and DCI formats. This as well is no major disadvantage, since the main purpose of the fallback solution is to enable at least some basic communication with the UE, e.g. for triggering a new CSI report. Furthermore, this option should not be considered a UE complexity increase, since the standard does require the UE to monitor CSS-0 in CE Mode A, and the above change introduced from Rel-14 had the intention not reduce complexity but to avoid ambiguities. 
To summarize, we note that:
[bookmark: _Toc25075585]When CSI-based precoding is configured, using MPDCCH-Type0 common search space as a fallback has the advantages that
a) all MPDCCH candidates are still available when CSI-based precoding is used, and
b) the most robust MPDCCH candidate can be used as a fallback with precoder cycling 
There is a current email discussion outlining possible fallback solutions, in which the following options are discussed:
· Alt 1: Using MPDCCH type0 common search space for precoder cycling as a fallback 
· Alt 2: Select some MPDCCH candidates based on high aggregation level and large number of repetitions as the fallback candidates 
· Alt 3: Select some MPDCCH candidates of certain high aggregation level as the fallback candidates
Pros and cons with the different options have been presented in the email discussion. Objections have been raised against using CSS-0 as the fallback solution due to increased requirements on channel estimation complexity. We have suggested to reduce the computational burden by omitting some MPDCCH candidates in the USS. We therefore make the following proposal, and await further outcome in the ongoing email discussion: 

[bookmark: _Toc25075588]RAN1 to consider using MPDCCH-Type0 common search space for precoder cycling as a fallback when CSI-based precoder has been configured, combined with a reduction in the monitored MPDCCH candidates.


2.1.2 Precoder set for cyclic precoding
4 Tx antennas
For localized transmission with 4 Tx antennas, one antenna port is used, and it is natural to perform the cycling over each of the vectors in the size-four precoder set. The ordering in which the cycling is performed is discussed in detail in Section 2.1.3 below. 
For distributed transmission, two antenna ports are used, and in RAN1 #98bis it was agreed to define precoder cycling based on pairs of single-layer vectors. More precisely, it was agreed to down select between using two or four pairs of vectors. Both options have been found to have very similar performance in practice. Thus, which option to choose can be a matter of selecting the less complex solution. We therefore make the following proposal:
[bookmark: _Toc23713950][bookmark: _Toc23715611][bookmark: _Toc25075589]For the distributed transmission with 4 Tx antennas, the precoder set {(12,13), (14,15)} is used.
 
2 Tx antennas
For 2 Tx antenna case, there is also an agreement in RAN1#98bis to downselect between cycling using the precoder set { (0,1), (1,0) } or using a fixed precoder for all PRBs and subframes. Only marginal performance difference has been found between using a fixed precoder compared to cycling according to earlier agreements. Thus, similar as for 4 Tx antennas, the choice can be based on selecting the less complex solution. Since using a fixed precoder is the simpler alternative, we make the following proposal:
[bookmark: _Toc25075590]For the distributed transmission with 2 Tx antennas, a fixed precoder pair (0,1) is used.
[bookmark: _Toc4704891][bookmark: _Toc4704892] 
2.1.3 [bookmark: _Ref20993315]Precoder order for cyclic precoding
In RAN1#98bis, it was agreed on updating the precoder order in time domain sequentially and in a cyclic manner. Furthermore, it is FFS whether this is to be combined with periodic pseudo random initialization.
 
In [13], a pattern for the precoder cycling has been suggested in which the precoder updates sequentially and cyclic in time domain. However, by using only a fixed pattern, such as the proposed one, can lead to some possible limitations. As an example, consider a scenario with transmission of localized MPDCCH without repetition and in one or a few PRBs. The same non-complete set of precoders will then be used for subsequent MPDCCH transmissions for a periodicity of 4 subframes, assuming . This periodicity may, for example, occur which continuous scheduling of PUSCH transmissions with 8 HARQ processes, in which case the same precoder will be used for an MPDCCH scheduling a given HARQ process. I.e., a failed first MPDCCH transmission is more likely to fail also for a second attempt, 8 subframes later, compared to if a pseudo-random scheme is used. Figure 1 depicts the BLER performance after a second MPDCCH transmission for a given HARQ process in this scenario. The two curves represent the two cases in which the precoder has been updated in time domain pseudo-randomly and sequentially, respectively. For that, we have considered four transmitter antennas with 4 CRS ports, an MPDCCH-PRB-set with 2 PRBs using aggregation level 8, no subframe repetition, and EPA and ETU 1Hz channel models.
As shown in the figure, there is a performance gain by avoiding a periodic pattern of the used precoder. For the case of missing an MPDCCH packet, by updating the order and pattern of the used precoders for the retransmission, the network can avoid using the same set of precoders which is used for the missed packet. Therefore, it is advantageous to assign the order and pattern of the used precoder such that it is updated for also each MPDCCH packet. 
[image: ]
[bookmark: _Ref19543437]Figure 1. BLER performance after a second MPDCCH transmission occurring 8 ms after the first transmission.
Another way of displaying the benefit of pseudo-random initialization is depicted in Figure 2. Here, the likelihood of having consecutive MPDCCH errors with a scheduling periodicity of 8ms is shown. The operating point for these particular CDFs corresponds to an SNR with 1% average MPDCCH BLER, but the conclusions to be drawn are equally valid for other operating points. From the figure it is clear that there is a considerably likelihood of being persistently scheduled with a disadvantageous precoder with a fixed precoding cycle, whereas this risk is significantly reduced by using pseudo-random initialization, in this case every 4th subframe. This may, for example, refer to different HARQ processes for a single user, to different users scheduled in a round robin way, or to otherwise periodically scheduled users. It can be noted that the behavior is not only noticeable for an 8ms scheduling interval, but for any scheduling period being a multiple of the length of the precoder set. 
[image: ]
[bookmark: _Ref25074300]Figure 2. Likelihood of consecutive missed MPDCCH detection with 8ms scheduling cycle
From the above it is clear that the MPDCCH performance can be significantly improved by introducing pseudo-random initialization to avoid introducing unwanted patterns of repeating precoders.


[bookmark: _Toc25075586]MPDCCH performance can be significantly improved, in particular for regular scheduling patterns, by introducing pseudo-random initialization to avoid introducing unwanted patterns of repeating precoders.


Above it was shown that pseudo-random initialization can be beneficial. 
However, selecting the precoders with identical cycling order in time and frequency domain can be disadvantageous. One such example is localized MPDCCH transmission with , aggregation level 8, and repetition 2. A simulation of this scenario is depicted in Figure 3, which contains two different cycling methods in time domain:
a) Using a combination of pseudo-random initialization every 4th subframe, with precoder cycling in between, according to the proposed cycling pattern in [12], (dark blue curves),
b) Sequentially and in a cyclic manner, as proposed in [13] (brown curves).
Furthermore, the simulations are performed for EPA1 (solid) and ETU1 (dashed). It is clear from the figure that the combination of pseudo-random initialization and precoder cycling together with using a cycling order in time-domain which is different from that in frequency domain (option a) outperforms the other alternative, in particular for EPA1, as it ensures that all precoders are used within a transmission. 
[bookmark: _Toc25075587]MPDCCH performance can be improved by combining pseudo-random initialization with a sequential cycling using different cycling order in time and frequency domain.
[image: ]
[bookmark: _Ref20929564]Figure 3  BLER performance for an MPDCCH updating precoder order in time domain in two different manners.

[bookmark: _Toc25075591]For 4 Tx antennas, and for localized mode, precoder cycling in frequency domain is done according to the sequence {12, 13, 14, 15}.
[bookmark: _Toc25075592]For 4 Tx antennas, and for localized mode, precoder cycling in time domain is done
a) using pseudo-random initialization every 4  subframe, and
b) using cycling in subframes in between according to the sequence {12, 14, 13, 15}.
In accordance with this, we propose the precoder cycling pattern shown in Figure 4, where the size of the precoder set and the frequency hopping cycle are assumed to be 4 and 1, respectively. 
· The first precoder  used in the first subframe and PRB in a MPDCCH search space is selected pseudo-randomly. The index  can, e.g., be selected based on the absolute subframe number . 
· In time domain, the precoders will be updated according to the frequency hopping period, i.e. every th absolute subframe. For 2 CRS ports, this should be done by using indices , and for 4 CRS ports, it should be done by using indices  for the first PRB in frequency domain. 
· When all indices have been used for the first PRB, a new index  is selected pseudo-randomly.
· In frequency domain, the precoders are cycled sequentially every PRB.

The procedure above minimizes the repeated use of the same precoders for adjacent subframes and PRBs. The pseudo-random initialization also improves the probability of using different precoders for a repeated attempt after a failed MPDCCH transmissions, regardless of the periodicity of the attempts. Note that the procedure can be used both for localized and distributed mode, in case four different pairs of Rank-1 precoders are being used for the latter one, as was proposed above. 
[image: ]
[bookmark: _Ref16778574]Figure 4. Proposed precoder cycling pattern, illustrated for precoder set size 4 and frequency hopping cycle 1. 

Similar to the codebook selection, we propose that the above principle is used for both transmission modes, for all search spaces, and both in idle and connected mode.

2.2 DMRS / CRS power ratio
There is an agreement from RAN1#95 to signal the power ratio between CRS and DMRS in SIB. This is also reflected by the current summary of RRC parameters for Layer 1 configuration [14], where this ratio is given by the higher layer parameter mpdcch-crs-power-ratio. There is, however, no agreement yet on the actual values that may be configured. 
There are no particular constraints on power settings for legacy MPDCCH or DMRS defined. In order to limit the configuration options, we think it is reasonable to consider a basic power allocation where the power being transmitted on MPDCCH/DMRS REs equals the average power per RE across the carrier. In particular, this assumption seems relevant for broadcast MPDCCH transmissions. Since this is the default assumption also for PDSCH transmissions, it is then reasonable to use the same parameter range for DMRS to CRS ratio as is used for PDSCH to CRS ratio. For OFDM symbols not containing CRS, such as the symbols with DMRS, this ratio is controlled via the higher layer parameter  which may assume values in the set {-6, -4.77, -3, -1.77, 0, 1, 2, 3} dB. Even though   is not defined in SIB but is a UE-specific parameter associated with dedicated PDSCH configuration, it is in practice the primary parameter that represents the CRS boosting in a cell.  
[bookmark: _Toc25075593]The higher layer parameter mpdcch-crs-power-ratio can be configured to values in the set {-6, -4.77, -3, -1.77, 0, 1, 2, 3} dB. 
Even if it can be assumed that a default configuration would use the same configured value for mpdcch-crs-power-ratio as for , the network may decide not to do so, but may use a higher or a lower value. The network may further decide to use a different power allocation to MPDCCH and the MPDCCH DMRS, since the configured value only applies to the DMRS. 
3 Conclusion
This contribution has discussed how to improve MPDCCH performance by using CRS. We have made the following observations:
Observation 1	When CSI-based precoding is configured, using MPDCCH-Type0 common search space as a fallback has the advantages that a) all MPDCCH candidates are still available when CSI-based precoding is used, and b) the most robust MPDCCH candidate can be used as a fallback with precoder cycling
Observation 2	MPDCCH performance can be significantly improved, in particular for regular scheduling patterns, by introducing pseudo-random initialization to avoid introducing unwanted patterns of repeating precoders.
Observation 3	MPDCCH performance can be improved by combining pseudo-random initialization with a sequential cycling using different cycling order in time and frequency domain.

Based on these observations and the discussion in the previous sections we propose the following:

Proposal 1	RAN1 to consider using MPDCCH-Type0 common search space for precoder cycling as a fallback when CSI-based precoder has been configured, combined with a reduction in the monitored MPDCCH candidates.
Proposal 2	For the distributed transmission with 4 Tx antennas, the precoder set {(12,13), (14,15)} is used.
Proposal 3	For the distributed transmission with 2 Tx antennas, a fixed precoder pair (0,1) is used.
Proposal 4	For 4 Tx antennas, and for localized mode, precoder cycling in frequency domain is done according to the sequence {12, 13, 14, 15}.
Proposal 5	For 4 Tx antennas, and for localized mode, precoder cycling in time domain is done a) using pseudo-random initialization every 4  subframe, and b) using cycling in subframes in between according to the sequence {12, 14, 13, 15}.
Proposal 6	The higher layer parameter mpdcch-crs-power-ratio can be configured to values in the set {-6, -4.77, -3, -1.77, 0, 1, 2, 3} dB.
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