[bookmark: _GoBack]3GPP TSG RAN WG1 Meeting #99                                                  R1-1912413
Reno, USA, November 18th – 22nd, 2019

Source:             ZTE
Title:                  Discussion on MPDCCH performance improvement
Agenda Item:    6.2.1.5
Document for:  Discussion
1. [bookmark: OLE_LINK37][bookmark: OLE_LINK13][bookmark: OLE_LINK50][bookmark: OLE_LINK38][bookmark: OLE_LINK95][bookmark: OLE_LINK94][bookmark: OLE_LINK14][bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction
In RAN1#98bis meeting, the following agreements for MPDCCH performance improvement were made [1]:
· Precoder cycling in time domain is done sequentially and in a cyclic manner 
· FFS whether it is combined with periodic pseudo random initialization
· Select one of the following in RAN1#99
· Alt1: For 2 Tx in the distributed transmission, fixed two precoders (0,1) are paired for every subframe and PRB.
· Alt2: For 2 Tx in the distributed transmission, precoder set { (0,1), (1,0) } is used for precoder cycling 
· Select one of the following in RAN1#99
· Alt1: The predefined pairs of rank-1 precoders {12,13} and {14,15} can be cyclically used in the frequency domain
· Alt2: The predefined pairs of rank-1 precoders (12,13), (14,15), (15,12), (13,14) are used for precoder cycling in the frequency domain.
In this contribution, we further discuss MPDCCH performance improvement by using CRS.
2. Discussion
1 
2 
Precoder cycling
For simple cycling without periodic pseudo random initialization, the precoder is generated based on the following one step:
· Decide the precoder according to subframe number and PRB number
For cycling with periodic pseudo random initialization, the precoder is generated based on the following two steps:
· Generate pseudo-random initial precoder according to subframe number per period.
· Decide the precoder according to subframe number, PRB number and the initial precoder.
Comparing the above two manners, the cycling combined with periodic pseudo random initialization has higher complexity.
[bookmark: OLE_LINK149][bookmark: OLE_LINK150]Observation 1: For precoder cycling, the cycling manner combined with periodic pseudo random initialization has higher complexity than simple cycling manner.
For simple cycling manner, it is discussed that the same non-complete set of precoders will be used for different MPDCCH search spaces in some cases [2]. Precoder cycling pattern cannot be updated between MPDCCH search spaces in these cases. However, channel state is changing during long-time transmission. Although the same precoder cycling pattern is applied for different MPDCCH packets, simple cycling manner can still obtain sufficient diversity gain. Thus, we evaluate the performance of 4Tx precoder cycling assuming different MPDCCH packets are transmitted based on a period of 8 ms. That is, the same pattern of precoder cycling is used between MPDCCH search spaces for simple cycling manner in simulation. Figure 1 shows the cycling manner combined with periodic pseudo random initialization cannot provide performance gain over simple cycling manner.
Observation 2: The performance of cycling manner combined with periodic pseudo random initialization is the same as that of simple cycling manner.
Proposal 1: Precoder cycling is done sequentially and in a cyclic manner without periodic pseudo random initialization in time and frequency domain.
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Figure 1 MPDCCH performance for different cycling manners
For distributed transmission with 2Tx antennas, since two rank-1 precoders are switched between REs, one precoder pair (0,1) has achieved adequate diversity. Figure 2 shows that one precoder pair (0,1) and two precoder pairs {(0,1), (1,0)} have the similar performance. Furthermore, for the UE configured with one precoder pair, joint-PRB channel estimation can be used to improve performance. For two precoder pairs, not only the complexity increases, but joint-PRB channel estimation cannot be used since precoder pairs need to be cycled across subframes and PRBs. Thus, fixed one precoder pair (0,1) is preferable to be used for every subframe and PRB for 2Tx antennas.
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Figure 2 MPDCCH performance for distributed transmission with 2Tx antennas
Observation 3: For distributed transmission with 2Tx antennas, one precoder pair (0,1) and two precoder pairs {(0,1), (1,0)} have the similar performance since two rank-1 precoders are switched between REs.
Proposal 2: For 2Tx antennas, fixed one precoder pair (0, 1) is used for every subframe and PRB in distributed MPDCCH.
For distributed transmission with 4Tx antennas, since transmission bandwidth of distributed MPDCCH is more than or equal to 2 PRBs, all the precoders can be traversed in a subframe. So two precoder pairs {(12,13), (14,15)} are sufficient for precoder cycling. But four precoder pairs {(12,13), (14,15), (15,12), (13,14)} have some restriction on precoder traversing. Figure 3 and 4 give the patterns of precoder cycling for two precoder pairs and four precoder pairs for 2-PRB set based on sequential and cyclic order. 


Figure 3 Precoder cycling pattern for {(12,13), (14,15)}


Figure 4 Precoder cycling pattern for {(12,13), (14,15), (15,12), (13,14)}
As shown in Figure 4, in time domain, only three precoders are traversed in adjacent two subframes for a PRB, which is not conducive to diversity performance of distributed transmission with 2 repetitions. For example, three precoders (14,15,12) are traversed in subframe #0 and #1 for PRB#0. Meanwhile, in frequency domain, only three precoders are traversed in subframe #1 and #3, which is not conducive to diversity performance of distributed transmission without repetition. From the simulation results in Figure 5, it can be observed that: 
· For 1 and 2 repetitions, the performance of two precoder pairs is better than that of four precoder pairs.
· For 4 repetitions, the performance of two precoder pairs and four precoder pairs are similar.
Observation 4: For distributed transmission with 4Tx antennas, it can be observed that:
· For 1 and 2 repetitions, the performance of two precoder pairs is better than that of four precoder pairs.
· For 4 repetitions, the performance of two precoder pairs and four precoder pairs are similar.
Proposal 3: For 4Tx antennas, two precoder pairs {(12,13), (14,15)} are cyclically used in time and frequency domain for distributed MPDCCH. 
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Figure 5 MPDCCH performance for distributed transmission with 4Tx antennas
Mapping based on CSI report
According to email discussion on fallback of CSI-based MPDCCH, it is agreed to down-select following alternatives:
Alt 1: Using MPDCCH type0 common search space for precoder cycling as fallback.
· FFS whether any AL is not required to be monitored to reduce UE complexity.
Alt 3: Select some MPDCCH candidates of certain high aggregation level as the fallback candidates
· FFS whether some repetition levels do not have fallback or close loop candidates
For Alt 1 MPDCCH type0 CSS for fallback, some TM6 and TM9 related fields in DCI format 6-1A ('Antenna port(s) and scrambling identity', 'TPMI information for precoding', and 'PMI confirmation for precoding ') can only be applied for USS. Considering that CSI-based precoding is used for TM6 and TM9, if eNB schedules PDSCH configured with TM6, by using MPDCCH type0 CSS for precoder cycling fallback, PDSCH with TM6 cannot be scheduled since 'TPMI information for precoding'  and 'PMI confirmation for precoding ' cannot be transmitted in type0 CSS. Then, using MPDCCH type0 CSS for precoder cycling fallback would have negative impact on PDSCH performance. The DCI fields introduced only for USS for Rel-14/15 features also have similar issues. In our opinion, the precoder mapping of MPDCCH should not affect the scheduling of PDSCH.
Moreover, for Alt 1, CSI-based precoder is used in USS and fallback is used in Type0-CSS. The number of channel estimation/ demodulation will be increased due to different precoder assumptions between USS and Type0-CSS. And MPDCCH candidates for Type0-CSS correspond to the maximum aggregation level, so the precoders of all PRBs in Type0-CSS may be different from that in USS. Thus, UE needs to perform two channel estimations/demodulations for each PRB, one of which is based on CSI-based precoder and the other is based on fallback. Hence, Alt 1 increases larger number of channel estimation/ demodulation compared to Alt 3.
[bookmark: OLE_LINK148]Type0-MPDCCH common search space is not expected to use CSI-based mapping since Type0-CSS is shared by multiple UEs, e.g. DCI format 3/3A is required to inform a group of UEs. Namely, precoder cycling has to be used in Type0-CSS. Meanwhile, CSI-based mapping is enabled in USS. For a UE monitoring MPDCCH USS and Type0-CSS simultaneously, the number of channel estimation/demodulation will be increased for Alt 3. However, if MPDCCH candidates with the maximum aggregation level are selected as fallback, the increase of peak complexity in terms of channel estimation/demodulation can be restricted. In this case, because both Type0-CSS and USS use precoder cycling, UE achieve channel estimations/ demodulation based on the same precoder for Type0-CSS and USS at the maximum aggregation level. Thus, Alt 3 increases smaller number of channel estimation/demodulation compared to Alt 1.
Additionally, CSI-based precoding is usually not used for extreme poor coverage scenarios, so it is reasonable to select the maximum aggregation level as fallback. Regardless of Rmax value, MPDCCH candidates with the maximum aggregation level are used for precoder cycling fallback.
Proposal 4: MPDCCH candidates with the maximum aggregation level are used for precoder cycling fallback.
Power offset between CRS and DMRS ports
In RAN1#95 meeting, it was agreed the power offset between CRS and DMRS ports of MPDCCH is indicated by SIB for UE in connected/idle mode. In our opinion, UEs could have different requirements with respect to transmission power. For the UE with extreme coverage, power boosting may be required. But for the UE with normal coverage, normal power is adequate. If the power offset between CRS and DMRS ports is indicated by SIB in connected mode, the transmission power can only be adjusted based on cell-specific level and cannot flexibly be configured between UEs. Therefore, we propose to add a UE-specific RRC signaling to indicate the power offset between CRS and DMRS ports besides SIB in connected mode. When the UE-specific RRC signaling is present, the power offset is informed by this signaling. And when the UE-specific RRC signaling is absent, the power offset is informed by SIB.
[bookmark: OLE_LINK11][bookmark: OLE_LINK10]Proposal 5: Besides SIB, UE-specific RRC signaling is considered to indicate the power offset between CRS and DMRS ports in connected mode.
3. Conclusion
In this contribution, we discuss MPDCCH performance improvement by using CRS. And the relevant observations and proposals are given as following:
Observation 1: For precoder cycling, the cycling manner combined with periodic pseudo random initialization has higher complexity than simple cycling manner.
Observation 2: The performance of cycling manner combined with periodic pseudo random initialization is the same as that of simple cycling manner.
Observation 3: For distributed transmission with 2Tx antennas, one precoder pair (0,1) and two precoder pairs {(0,1), (1,0)} have the similar performance since two rank-1 precoders are switched between REs.
Observation 4: For distributed transmission with 4Tx antennas, it can be observed that:
· For 1 and 2 repetitions, the performance of two precoder pairs is better than that of four precoder pairs.
· For 4 repetitions, the performance of two precoder pairs and four precoder pairs are similar.
 
Proposal 1: Precoder cycling is done sequentially and in a cyclic manner without periodic pseudo random initialization in time and frequency domain.
Proposal 2: For 2Tx antennas, fixed one precoder pair (0, 1) is used for every subframe and PRB in distributed MPDCCH.
Proposal 3: For 4Tx antennas, two precoder pairs {(12,13), (14,15)} are cyclically used in time and frequency domain for distributed MPDCCH.
Proposal 4: MPDCCH candidates with the maximum aggregation level are used for precoder cycling fallback.
Proposal 5: Besides SIB, UE-specific RRC signaling is considered to indicate the power offset between CRS and DMRS ports in connected mode.
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5. Annex
Table A-1 Channel estimation for 16 MPDCCH candidates for 4 PRBs (based on Receiver 1)
	
	Method 1:
MPDCCH candidates with Rmax for fallback
	Method 2:
MPDCCH candidates with 16 ECCEs for fallback

	
	PRB#0
	PRB#1
	PRB#2
	PRB#3
	PRB#0
	PRB#1
	PRB#2
	PRB#3

	2/4 ECCEs, R1
	HPMI,R1
	—
	—
	—
	HPMI,R1
	—
	—
	—

	8 ECCEs, R1
	—
	HPMI,R1
	—
	—
	—
	HPMI,R1
	—
	—

	16 ECCEs, R1
	—
	—
	HPMI,R1
	HPMI,R1
	Hcycling,R1
	Hcycling,R1
	Hcycling,R1
	Hcycling,R1

	2/4 ECCEs, R2
	HPMI,R2
	—
	—
	—
	HPMI,R2
	—
	—
	—

	8 ECCEs, R2
	—
	HPMI,R2
	—
	—
	—
	HPMI,R2
	—
	—

	16 ECCEs, R2
	—
	—
	HPMI,R2
	HPMI,R2
	Hcycling,R2
	Hcycling,R2
	Hcycling,R2
	Hcycling,R2

	2/4 ECCEs, R3
	HPMI,R3
	—
	—
	—
	HPMI,R3
	—
	—
	—

	8 ECCEs, R3
	—
	HPMI,R3
	—
	—
	—
	HPMI,R3
	—
	—

	16 ECCEs, R3
	—
	—
	HPMI,R3
	HPMI,R3
	Hcycling,R3
	Hcycling,R3
	Hcycling,R3
	Hcycling,R3

	2/4 ECCEs, R4
	Hcycling,R1
Hcycling,R2
Hcycling,R3
Hcycling,R4
	—
	—
	—
	HPMI,R4
	—
	—
	—

	8 ECCEs, R4
	—
	Hcycling,R1
Hcycling,R2
Hcycling,R3
Hcycling,R4
	—
	—
	—
	HPMI,R4
	—
	—

	16 ECCEs, R4
	—
	—
	Hcycling,R1
Hcycling,R2
Hcycling,R3
Hcycling,R4
	Hcycling,R1
Hcycling,R2
Hcycling,R3
Hcycling,R4
	Hcycling,R4
	Hcycling,R4
	Hcycling,R4
	Hcycling,R4

	Note: 
Hx,R1: Channel estimation for subframe #n~ n+R1-1 (R4*1/8 subframes)
Hx,R2: Channel estimation for subframe #n+R1~ n+R2-1 (R4*1/8 subframes)
Hx,R3: Channel estimation for subframe #n+R2~ n+R3-1 (R4*1/4 subframes)
Hx,R4: Channel estimation for subframe #n+R3~ n+R4-1 (R4*1/2 subframes)
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