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Introduction
In RAN#83 plenary meeting, the eURLLC WI has been approved.  The objective of this WI is to specify enhancements to URLLC following the recommendations from the Rel-16 SI on physical Layer Enhancements for NR-URLLC Communication. 
Specifications for scheduling and HARQ enhancements and for handling of DL data/data resource conflicts were captured in the WID objectives and the following enhancements were listed:  
· Out-of-order HARQ-ACK associated with PDSCHs with different HARQ process IDs
· Out-of-order PUSCH scheduling associated with different HARQ process IDs, including overlapping PUSCHs and non-overlapping PUSCHs in time-domain
· Methods to handle DL data/data resource conflicts for overlapping PDSCHs in time-domain, scheduled by dynamic DL assignments 
In this contribution, we discuss our views on how to enhance HARQ and scheduling to meet the URLLC requirements. We also share our views on how to support out-of-order HARQ feedback and out-of-order PUSCH scheduling in Rel-16 and how to handle DL data/data resource conflicts for overlapping PDSCHs/PUSCHs in time-domain.
Out-of-order HARQ and scheduling
The Same or Different Minimum PDSCH Processing Time Capabilities
In the email discussion about Downlink Out-of-order, the following proposal was made by the FL based on the views shared by the companies: 
Proposal #1’: For Rel. 16 NR URLLC, the following cases are supported:
· Case 0: out-of-order HARQ-ACK operation is supported with a single processing time capability in the same carrier.
· Case 1: different minimum processing timeline capabilities can be configured to the PDSCHs on the same carrier. Out-of-order HARQ-ACK operation is supported across PDSCHs of different minimum processing timeline capabilities.
· Case 2: additional DMRS and PDSCH processing time capability #2 can be configured simultaneously on the same carrier. A PDSCH with additional DMRS follows the minimum PDSCH processing time capability #1. Out-of-order HARQ-ACK operation is supported across PDSCHs of different processing timeline capabilities.

Case 1 and Case 2 will have large and important impact on the UE implementation, scheduling flexibility and it requires a lot of specification effort to be adopted in Rel-16. In addition, there is lack of evaluation of the possible gain in supporting Case 1 at this stage. 
Also based on the RAN1#96 agreements [5], Solution 1-4 were designed/proposed to tackle the following issue (as captured in the RAN1#96 agreement) 
“For a Rel. 16 eURLLC UE and dynamic downlink scheduling, on the active BWP of a given serving cell, the HARQ-ACK associated with the second PDSCH with HARQ process ID x received after the first PDSCH with HARQ process ID y (x != y) can be sent before the HARQ-ACK of the first PDSCH ”
As stated in the problem description in the agreement above, the main topic to be discussed and specified is the OOO HARQ. The support of different minimum processing timeline capabilities on the same carrier was not raised as a main topic to be discussed in this WI. 
There was clearly an FFS in the SI about the out-of-order operation and if it is allowed to cross channels with the same or different timing capabilities:
“FFS: whether or not, out-of-order operation is allowed across PDSCHs with PDSCH-to-HARQ gap compatible with PDSCH processing time (N1) for capability X.”
But from the current progress, it seems we are prioritizing here the FFS over the main OOO HARQ issue. 
As provided in the WID, the main objectives of this WI is the support of out-of-order HARQ-ACK and out-of-order PUSCH scheduling: 
· [bookmark: OLE_LINK1]Specification of enhancements to scheduling/HARQ [RAN1]
· Out-of-order HARQ-ACK associated with PDSCHs with different HARQ process IDs
· Out-of-order PUSCH scheduling associated with different HARQ process IDs, including overlapping PUSCHs and non-overlapping PUSCHs in time-domain
· Methods to handle DL data/data resource conflicts for overlapping PDSCHs in time-domain, scheduled by dynamic DL assignments 
We think therefore that Case 1 and Case 2 are not part of the WI scope and that the discussion keeps deviating towards the introduction of two minimum processing timeline capabilities on the same carrier which is totally out of scope. 
We therefore support Case 0 and we think the main discussion should focus on specifying this case. 

It is important to highlight that OOO HARQ-ACK and mixed processing capabilities at the UE are two separate topics, as explained in the following:
· From operation perspective: OOO HARQ-ACK doesn’t require the support of mixed minimum processing timeline capabilities at the UE. The OOO HARQ-ACK is mainly needed to allow the network to operate the eMBB traffic in a spectrally-efficient way by building codebooks for the HARQ feedback while allowing fast HARQ feedback for URLLC traffic. Otherwise, the eMBB HARQ feedback will have to be as frequent/fast as the URLLC one, which is not efficient from network operation perspective.

Observation 1: OOO HARQ-ACK doesn’t require the support of mixed minimum processing timeline capabilities at the UE.

· From UE implementation perspective: Supporting OOO HARQ-ACK by itself doesn’t create any processing pipelining issues at the UE [2]. On the other hand, supporting mixed minimum processing timeline capabilities at the UE introduces additional complexity and some pipelining issues [2]. This was clear from Rel-15 [Sec 5.3 TS38.214], where the UE is allowed to skip decoding a number of PDSCHs with last symbol within 10 symbols before the start of a PDSCH that is scheduled to follow Cap#2, if any of those PDSCHs are scheduled following Cap#1 processing time. Please note that any pipelining issues coming from introducing mixed processing capabilities at the UE are not related to the HARQ feedback order (in-order or OOO HARQ).

Observation 2: Supporting OOO HARQ-ACK by itself doesn’t create any processing pipelining issues at the UE. However, supporting mixed minimum processing timeline capabilities at the UE introduces pipelining issues.

· From solutions/conditions perspective: Given that supporting OOO HARQ-ACK doesn’t create any processing pipelining, there is no need to impose scheduling conditions to adopt the feature. On the other hand, supporting mixed minimum processing timeline capabilities at the UE will require imposing some scheduling conditions (e.g. something similar to Cap#2 in 30KHz with #RBs more than 136). Again, these condition/solutions will be applied for the mixed processing capabilities regardless of the HARQ feedback order (in-order or OOO HARQ).

Observation 3: Supporting mixed minimum processing timeline capabilities at the UE requires additional scheduling conditions regardless of the HARQ feedback order. 

RAN1 could agree on supporting OOO HARQ without any additional condition, and in the future if the mixed processing timeline capabilities feature is to be discussed/supported it will not be impacted by any agreement made on the OOO HARQ.
Regarding the motivation of supporting Case#1, it has been argued that it introduces power saving to the UE by processing with longer time some of the packets. We have the following points on this;
1) We don’t see important benefit in terms of power saving and if there is any benefit a proper evaluation should have been done to assess the potential gain. There was no evaluation/discussion during the SI phase regarding the possible power saving by introducing the mixed processing capabilities at the UE. Supporting such feature should be justified with tangible gains in terms of power saving. 
2) Part of the feature for Case#1, the minimum processing timeline capability for each PDSCH will be indicated at the PHY layer. It is not clear to us what advantage such indication could bring to the UE compared to the existing information in the scheduling DCI. For example as shown in Figure 1, if the gap between the PDSCH and the PUCCH indicated in K1 is equal or larger than Cap#1, the UE will know that this can be processed with Cap#1. Similarly, if the gap between the PDSCH and the PUCCH indicated in K1 is smaller than Cap#1 (and equal or larger than cap#2), the UE will know that this should be processed with Cap#2. In other words, if there is really power saving can be gained by switching between the processing capabilities, the UE should be able to implement it in a transparent way based on the information in the scheduling DCI. 



[bookmark: _Ref21357773]Figure 1: UE configured with Cap#2, SCS = 30 kHz
Observation 4: The UE should be able to implement the adaptation of the processing time in a transparent way based on the information in the scheduling DCI.
3) If the processing time capability is to be indicated dynamically via the DCI, then the UE does not know what type of data is being scheduled until the DCI containing the PDSCH allocation has been decoded, so for best power saving the decision to switch the clock speed needs to be taken after the DCI becomes available as shown in Figure 2. This implies that if the UE is to save power when there is no URLLC traffic, it will be processing PDCCH at the slow clock rate when it decodes the DCI. The UE needs as well to reduce the voltage otherwise there will be not much power saving gain. The change of the clock speed will delay () the availability of the DCI data, which will delay the start of PDSCH processing. There may be an additional delay for increasing the supply voltage so that the UE can operate at the faster clock rate. And this goes against the rationale of low latency for URLLC.


[bookmark: _Ref21367036]Figure 2 : Processing time capability indicated dynamically via the DCI
Observation 5: If the UE is to save power when there is no URLLC traffic by switching to the slow clock, there will be an additional delay (switching clock and reducing voltage) that will degrade the URLLC latency. 

4) If the processing time capability is to be linked to search space, the UE will keep switching the clock back and forth for each monitoring occasion within the search space to decode PDCCH and this involves additional latency and extra complexity at the UE implementation (see Figure 3). Also, the gain in terms of power saving from using the slow clock as default will be minimal as the UE needs to switch to the fast clock for the PDCCH monitoring even if there is no Cap#2 traffic scheduled. 


[bookmark: _Ref21369116]Figure 3: Processing time capability linked to search space
Observation 6: If the processing time capability is to be linked to search space, the gain in terms of power saving from using the slow clock as default will be minimal as the UE will keep switching the clock back and forth. 

5) We also have concerns regarding the impact of Case#1 on the flexibility for scheduling UL URLLC data. If NW indicates to the UE that the feedback for a PDSCH will follow processing timeline Cap#1, it will restrict the scheduling of any urgent UL data that collide with this HARQ feedback. 
6) Power saving by introducing mixed processing capabilities is another topic and is not the focus of this WI. If there is any gains to the UE by adapting the processing’s “speed” (i.e. switching between Cap#1 and Cap#2), then why we would restrict such adaptation to two values: Cap#1 and Cap#2. The processing adaptation could be extended beyond Cap#1 and Cap#2, for example, by having more relaxed minimum processing times to achieve more power saving. Such scheme should be evaluated and specified in the power saving WI. More detailed solutions that go beyond switching between Cap#1 and Cap#2 could also be considered in the power saving WI.

Regarding case 2, it is relevant for mobility use cases. However, the only mobility scenario identified in Rel-16 URLLC is Transport industry where the latency requirement is relaxed (3ms) and the Rel-15 framework could be maintained for this use case.
Based on the explanation provided above, out-of-order HARQ-ACK and mixed capability are two totally different topics. Any solution or condition required to support mixed capabilities is independent of the order of the HARQ-ACK feedback.  Both case 1 and case 2 shouldn’t be discussed at this stage, and the effort should be dedicated to support out-of-order operation. 
Therefore, we propose to support out-of-order HARQ-ACK with Case#0. 
Proposal 1: Support Case 0:
· Out-of-order HARQ-ACK operation is supported with a single processing time capability in the same carrier.

Proposal 2: Case-1 shouldn’t be considered and could be evaluated and specified in the power saving WI if needed. 
Proposal 3: Case-2 is not relevant to the mobility scenarios identified in the URLLC use cases and shouldn’t be considered further in this WI. 

UE behaviour in processing the non-overlapping PDSCHs
Regarding the UE behaviour in processing the non-overlapping PDSCHs, a new proposal was made in the email discussion and aims at introducing three capabilities as follows: 
Proposal #2’: For Rel. 16 NR, the following capabilities are supported:
· Capability A: When minimum processing timing capability #1 and #2 are mixed on the same carrier, and for the case of non-overlapping PDSCHs, a capability under which the UE processes all PDSCHs without dropping.
· FFS the details of the capability signalling 
· FFS how the priority of the PDSCHs is defined and indicated.
· Capability B: When minimum processing timing capability #1 and #2 are mixed on the same carrier, and for the case of non-overlapping PDSCHs, a capability under which the UE processes the PDSCH associated with minimum processing timeline capability #2 and processes the PDSCH associated with the minimum processing timeline capability #1 under some scheduling conditions. 
· FFS the details of the capability signalling 
· FFS the scheduling conditions 
· If the scheduling conditions are not satisfied, FFS whether the UE skips decoding the low priority PDSCH or delay its processing.
· FFS how the priority of the PDSCHs is defined and indicated.
· Capability C: When a single minimum processing capability is configured on a given carrier, and for the case of non-overlapping PDSCHs with out-of-order HARQ, a capability under which the UE processes all PDSCHs without dropping.
· FFS the details of the capability signalling 

We are supportive of Capability C. Discussion of the capabilities for “mixed UE minimum processing timing”, Capability A and B, should come after agreement on supporting such feature and defining the relevant UE behaviour.
Proposal 4: Capability C should be supported by Rel-16 UEs. 
Proposal 5: Discussion on Capability A and B should be postponed till after Case-1 is evaluated and specified. 
Processing Both Overlapping Unicast PDSCHs
In RAN1 96b, the following agreement has been made:
Agreements:
· In case two unicast PDSCHs for a UE are overlapping, the following scenarios are identified:
· Scenario 1-1: Overlapping in the time domain and not in the frequency domain
· Scenario 1-2: Overlapping both in the time and frequency domains
The following proposal was drafted by the FL based on the responses provided by the companies: 
Proposal #3’: In Rel. 16 NR, the following UE capabilities should be introduced for handling the collision between two unicast PDSCHs:
· Capability A: A capability under which a UE processes both PDSCHs under Scenario 1-1
· Capability B: A capability under which a UE processes both PDSCHs under Scenario 1-2
· FFS the UE behaviour for processing the overlapping resources in the frequency domain under Scenario 1-2. 
· Capability C: A capability under which a UE processes the high priority PDSCH and processes the low priority PDSCH under some scheduling conditions.
· FFS the scheduling conditions 
· If the scheduling conditions are not satisfied, FFS whether the UE skips decoding the low priority PDSCH or delay its processing.
· FFS how the priority of the PDSCHs is defined and indicated.
· Note: Under Scenario 1-2, the gNB preempts the transmission of the low priority PDSCH and only transmits the high priority PDSCH over the overlapping resources in the frequency domain.
We agree with introducing Capability A and Capability B for the handling of the collision between two unicast PDSCHs.
Regarding Capability C, we propose some amendment to the proposal and the use of “later scheduled PDSCH” and “earlier scheduled PDSCH” instead of “high priority PDSCH” and “low priority PDSCH”, respectively. This would align with RAN2#105 agreement, and also, given that the UE will drop one of the colliding PDSCHs, we don’t expect a scenario where the later scheduled PDSCH have priority lower than the earlier scheduled PDSCH.
Proposal 6: Introduce Capability A, Capability B and Capability C for handling the collision between two unicast PDSCHs with some minor amendment to the Capability C description. 
Generating HARQ-ACK for Overlapping PDSCHs
Based on the views shared by different companies, the FL drafted the following proposal:
Proposal#4’: The previous working assumption “When the two unicast PDSCHs for a UE are overlapping, the UE generates HARQ-ACK for both of the PDSCHs.” is updated as follows: 
When two unicast PDSCHs for a UE are overlapping, and in case their HARQ-ACK bits are associated with different HARQ-ACK codebooks, the UE generates HARQ-ACK for both of the PDSCHs.
· FFS if any limitation/enhancement is needed for type-1 HARQ-ACK codebook
· FFS if the HARQ-ACK bits of overlapping PDSCHs can be associated with the same HARQ-ACK codebook and the associated UE behaviour.
We agree with the proposal and we suggest an amendment to include the case of Type-2 HARQ-ACK codebook. We think there shouldn’t be any issue if the HARQ-ACK bits of the two unicast PDSCHs are both associated with Type-2 HARQ-ACK codebook and this case should be supported as well. 
Proposal 7: Confirm the working assumption when two unicast PDSCHs for a UE are overlapping, the UE generates HARQ-ACK for both of the PDSCHs in case their HARQ-ACK bits are associated with different HARQ-ACK codebooks or the two unicast PDSCHs are both associated with Type-2 HARQ-ACK codebook.
Conclusion
In this contribution, we discussed the possible mechanisms to support out-of-order HARQ feedback and out-of-order PUSCH scheduling in Rel-16 and how to handle DL data/data resource conflicts for overlapping PDSCHs/PUSCHs in time-domain. 
We have the following observations and proposals: 
Observation 1: OOO HARQ-ACK doesn’t require the support of mixed minimum processing timeline capabilities at the UE.
Observation 2: Supporting OOO HARQ-ACK by itself doesn’t create any processing pipelining issues at the UE. However, supporting mixed minimum processing timeline capabilities at the UE introduces some pipelining issues.

Observation 3: Supporting mixed minimum processing timeline capabilities at the UE will require some additional scheduling conditions regardless of the HARQ feedback order. 

Observation 4: The UE should be able to implement the adaptation of the processing time in a transparent way based on the information in the scheduling DCI.

Observation 5: If the UE is to save power when there is no URLLC traffic by switching to the slow clock, there will be an additional delay (switching clock and reducing voltage) that will degrade the URLLC latency.
Observation 6: If the processing time capability is to be linked to search space, the gain in terms of power saving from using the slow clock as default will be minimal as the UE will keep switching the clock back and forth. 

 Proposal 1: Support Case 0:
· Out-of-order HARQ-ACK operation is supported with a single processing time capability in the same carrier.

Proposal 2: Case-1 shouldn’t be considered and could be evaluated and specified in the power saving WI if needed. 
Proposal 3: Case-2 is not relevant to the mobility scenarios identified in the URLLC use cases and shouldn’t be considered further in this WI. 
Proposal 4: Capability C should be supported by Rel-16 UEs. 
Proposal 5: Discussion on Capability A and B should be postponed till after Case-1 is evaluated and specified. 
Proposal 6: Introduce Capability A, Capability B and Capability C for handling the collision between two unicast PDSCHs with some minor amendment to the Capability C description. 
Proposal 7: Confirm the working assumption when two unicast PDSCHs for a UE are overlapping, the UE generates HARQ-ACK for both of the PDSCHs in case their HARQ-ACK bits are associated with different HARQ-ACK codebooks or the two unicast PDSCHs are both associated with Type-2 HARQ-ACK codebook.
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