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Introduction
On the agreements in RAN198, where downselection was involved, our views (same for both CE Mode A and CE Mode B) are highlighted in red below. Within this ambit, our designs for CE Mode A and B have subtle differences in flavor.
Agreement 
In RAN1#98bis, select one of the following options for unicast in CE mode A
For the purpose indicating the number of TBs
· Option 1: 1 bit is added to the DCI to indicate 1 TB or multiple TBs
· FFS: Details on how to indicate the exact number of TBs in case it is multiple
· Option 2: A new or repurposed field(s) in DCI indicates implicitly or explicitly to indicate 1 TB or multiple TBs
· FFS: Details on how to indicate the exact number of TBs in case it is multiple
· Option 3: 1 bit is added to the DCI to indicate one of the following:
· Up to 4 TBs are scheduled 
· In which case, a bit map is used to indicate details
· Up to 8 TBs are scheduled
· In which case, a table is used to indicate details

Agreement 
In RAN1#98bis, select one of the following options for unicast in CE mode B
For the purpose indicating the number of TBs
· Option 1: 1 bit is added to the DCI to indicate 1 TB or multiple TBs
· FFS: Details on how to indicate the exact number of TBs in case it is multiple
· Option 2: A new or repurposed field(s) in DCI indicates implicitly or explicitly to indicate 1 TB or multiple TBs
· FFS: Details on how to indicate the exact number of TBs in case it is multiple
· Option 3: 1 bit is added to the DCI to indicate mixed (initial and retransmission) scheduling and non-mixed scheduling
· Depending on whether it is mixed or non-mixed scheduling, UE interpretes the field indicating the number of TBs differently
· FFS: Details

Agreement
For unicast, at least when the scheduling with a single DCI includes retransmission(s) in some of the allocated HARQ process(es), the allocation of the HARQ processes is downselected from the following options in RAN1#98bis
· Option 1: Contiguous allocation of any starting HARQ process #
· FFS: The number of contiguous allocations defined in the DCI
· Option 2: Contiguous allocation of a limited set of HARQ processes
· FFS: The number of contiguous allocations defined in the DCI 
· Option 3: Allocation of any set of HARQ processes
· Option 4: Allocation of a limited set of HARQ processes
· Option 5: Contiguous allocation for mixed (initial+retransmisson) scheduling and non-contiguous allocation for all-initial or all-retx scheduling 
Down selection to be made separately for CE mode A and B

Agreement:
· For unicast, select option(s) from the following options
· Option 1: Scheduling of up to 8 TBs is supported with a single DCI design.
· Target for up to 6 bits overhead increase compared to legacy DCI
· Option 2: For unicast, the maximum number of scheduled TBs with one single DCI for CE mode A for either UL or DL is RRC configured within the set {1, 2, [4], 8} in a UE specific manner. 
· The design methodology for the DCI for different maximum number of TBs is further studied 
· For the 2 TB case, target for up to 3 bits overhead increase compared to legacy DCI
· Note: Option 2 will require modification on existing agreement
DCI Design for CE Mode B
In this section we detail the DCI design for CE Mode B. Our design comprises the following key ingredients:
1. The design ensures “full flexibility” for when 1 and 2 TBs are scheduled—i.e., there are no restrictions placed on the ranges of values indicated by the DCI fields in legacy DCI Format 6-1B.
2. HARQ Processes scheduled and their corresponding NDIs are jointly encoded
3. The design introduces a modest restriction on the MCS values permitted for large values of repetition numbers when 3 or 4 TBs are scheduled—this is a reasonable trade-off, considering that the largest repetitions for CE Mode B are mainly for UEs in poor coverage, wherein larger MCS values are not of much relevance.
4. The design adds a total of 4 bits to legacy DCI Format 6-1B—this, keeping in mind the fact that legacy DCI Format 6-1B only supports scheduling 1 TB, versus up to 4 that is agreed to be supported within the ambit of this work item for CE Mode B.
5. [bookmark: _Hlk21034121]Scheduling of up to 4 TBs is supported with the same design, as opposed to the fragmented approach of RRC signalling-based limitations on the number (and which among them) of HARQ processes that may be scheduled.
DCI Encoding
The design proceeds by systematically defining a joint encoding strategy across number of TBs scheduled, HARQ process IDs scheduled, corresponding NDIs, repetition number and MCS, to produce a -bit output across these fields, .
In the design, the first bit  serves as an explicit indication as to whether the number of TBs scheduled is in the set  (indicated by ) or in the set  (indicated by ). 
The design uses combinatorial numbers to indicate which HARQ processes IDs (and their corresponding NDIs) are scheduled, like the method of indicating MPDCCH PRB-pairs in TS 36.213, Section 9.1.4.4.
The DCI encoding for the bits  described above is explained algorithmically in what follows:
If  (i.e., 1 or 2 TBs are scheduled)
·  encode the  32 combinations of HARQ and NDI per 
·  encode MCS
·  encode repetition number

Else, (i.e., =1, and 3 or 4 TBs are scheduled)
· () encode  48 combinations of HARQ and NDI per 
· () jointly encode MCS and repetition number per Table 1

End If
:
If #TBs to be scheduled = 1
	dec2bin 
Else
	( dec2bin 
End
:
If #TBs scheduled = 3
	dec2bin 
Else
	dec2bin 
End
Note: In and ,
1.   is the combinatorial index mapping the HARQ processes  scheduled, and is given by , where 
2.  is the combinatorial index mapping the NDIs  of the HARQ processes  scheduled, and is given by 
Table 1: Bits  when 3 or 4 TBs are scheduled
	Repetition number
	Prefix-free encoding of repetition number
	Bits remaining to encode MCS

	
	, 
	4-bits “”

	
	, 
	3-bits “”

	
	, 
	3-bits “”

	
	, 
	3-bits “”

	
	, 
	3-bits “”

	
	, 
	3-bits “”

	
	, 
	2-bits “”

	
	, 
	2-bits “”


DCI Decoding Principles
The decoder for the -bit DCI chunk explained in subsection 2.1 is mostly simple. Based on the bit  the UE will know whether the number of TBs scheduled is in the set  or . 
If the number of TBs scheduled , the only non-trivial part is decoding the bitstream —i.e., decoding the operations of . Owing to the use of unique combinatorial indices to map the HARQ Process IDs and NDIs, each value represented by the bitstream  is decodable by the UE without the need for a look-up table, much like the way it interprets the indices of the PRB pairs for MPDCCH, from the combinatorial representation followed in TS 36.213, Section 9.1.4.4.
If the number of TBs scheduled , a similar decoder as described above may be used to interpret the bits  encoded by the operations in . The additional step in this branch is to interpret the bits —this is straightforward in this case, since Table 1 follows a prefix-free encoding approach.
Our point in this subsection is to underscore that the encoding principles we outline throughout the paper, have a rather simple decoder implementation (especially in comparison to much more complicated computational tasks that every UE performs today—for example, channel estimation). Concerns raised about implementing look-up tables should also largely be mitigated, based upon the use of uniquely (and systematically) decodable combinatorial indices to represent combinations. Of course, if DCI size was not a concern, one could trivially keep every field separate, to facilitate “read-off decoding”, so to speak. But joint encoding provides significant bit savings in the DCI that is otherwise difficult to achieve without imposing severe restrictions (such as restricting the HARQ process IDs that can be scheduled). 

DCI Size 
We compare the DCI sizes achieved by our design with that of DCI Format 6-1B, as well as with a trivial encoding scheme that encodes fields separately for the up to 4 HARQ processes that may be scheduled by a single DCI in CE Mode B in Table 2. Our design represents a very good design trade-off—by increasing DCI size by only 4 bits, we are still able to guarantee full scheduling flexibility for when 1 or 2 TBs are scheduled, while imposing a modest restriction on MCS values for the largest values of repetition numbers, when 3 or 4 TBs are scheduled by the DCI. Based on this, our proposals for DCI design for CE Mode B are as follows:

Proposals for CE Mode B
Proposal 1: For the DCI design for scheduling multiple transport blocks in CE Mode B:
· Adopt a single DCI to schedule any number from 1 to 4 TBs
· Retain same scheduling flexibility as legacy DCI when the number of TBs scheduled 
· Retain full scheduling flexibility across all combinations of (up to 4) HARQ processes for all values of number of TBs scheduled
· Jointly encode HARQ processes scheduled and NDIs for all values of number of TBs scheduled
· For number of scheduled TBs , restrict the MCSs allowed when number of repetitions is large 

Proposal 2: Adopt the DCI design for scheduling multiple transport blocks in CE Mode B outlined in Section 2.





Table 2: DCI Sizes for CE Mode B
	



	
Format 6-1B
 TB

	
Separate Encoding
 TBs
	
Proposed Scheme
 TBs

	
(HARQ Process ID, NDI)

	
(1 + 1 =) 2 bits
	
 8 bits
	


13 bits

(with full scheduling flexibility for #TBs )

	
Repetition Number

	
3
	
3
	

	
MCS

	
4
	
4
	

	
Resource block assignment

	
4 bits
	
4 bits
	
4 bits

	
HARQ-ACK resource offset

	
2 bits
	
2 bits
	
2 bits

	
DCI subframe repetition number

	
2 bits
	
2 bits
	
2 bits

	
CRC

	
16 bits
	
16 bits
	
16 bits

	
Total 

	
35 bits
	
41 bits
	
39 bits

	
Approximate loss w.r.t Format 6-1B (dB) 


	

0 dB
	

0.69 dB
	

0.47 dB



DCI Design for CE Mode A
For CE Mode A, the DCI has the following additional (and potentially significant to the eventual size of the DCI) aspects, that is different from the design for CE Mode B
1. The legacy DCI for CE Mode A has associated with it a redundancy version (RV) index for every TB, that can take four potential values. Without restrictions and/or joint-encoding of fields, this has the potential to increase the signalling required exponentially in the number of TBs scheduled.
2. The DCI for CE Mode A has associated with it a Frequency Hopping (FH) indicator—this indicator is designed for CE Mode A (on top of the RRC configurations for hopping) to allow opportunistic scheduling in frequency, when good quality CSI is available to the base station.
a. It is however instructive to observe that when the number of repetitions for PDSCH is 1 (a value that is always possible for CE Mode A), this field is redundant—we will use this fact in our DCI design to jointly encode valid field combinations.
3. Importantly, the maximum number of TBs that can be scheduled by a single DCI, per previous agreements, is 8 for CE Mode A, versus 4 for CE Mode B

With the above in mind, we realize that the biggest contributors to the number of combinations that a DCI must signal, come from the RV indices per TB—in particular, when a large number (e.g., ) TBs are scheduled. As we will demonstrate in this section, with intelligent joint encoding of DCI field combinations, the per-TB RV index signalling when the number of TBs  essentially “comes for free” in the final DCI design. In other words, the incremental overhead to the number of jointly valid combinations from retaining full flexibility for RV indices when 1 or 2 TBs are scheduled can be subsumed within the number of bits that will minimally be required to encode the combinations otherwise.
In keeping with our DCI design methodology for CE Mode B, our design for CE Mode A has the following key ingredients:
1. The design ensures “full flexibility” for when 1 and 2 TBs are scheduled—i.e., there are no restrictions placed on the ranges of values indicated by the DCI fields in legacy DCI Format 6-1A. This includes full-flexibility for per-TB RV index signalling as well as for the FH indicator.
2. For number of TBs  the starting RV across the set of TB repetitions is fixed.
a. Variants with a “common RV field across TBs” may be additionally considered.
3. The Frequency Hopping (FH) indicator is jointly encoded with the number of repetitions to arrive at  possible jointly valid combinations across these fields, as indicated in Table 3. 
4. The design adds a total of 7 bits to legacy DCI Format 6-1A.
5. Scheduling of up to 8 TBs is supported with the same design, as opposed to the fragmented approach of RRC signalling-based limitations on the number (and which among them) of HARQ processes that may be scheduled.

Table 3: Jointly encoded combinations of FH indicator and repetition number 
	Index of jointly valid combination across FH indicator and number of repetitions, 
	Combination represented

	0
	 (FH is redundant here)

	1
	

	2
	

	3
	

	4
	

	5
	

	6
	



 The areas in which our design differs from the one presented in Section 2 for CE Mode B are as follows:
1. We don’t impose any MCS restriction for CE Mode A. This is because CE Mode A is designed for UEs with relatively good coverage (compared to CE Mode B), and the higher MCS values are more useful
2. In the design for CE Mode A, as we will illustrate, there is no explicit indication (such as the bit  in Section 2.1) to differentiate whether the number of TBs scheduled  or 
a. The implicit indication saves DCI bits, as the explicit bit only serves “one purpose”. However, from the math for CE Mode B, we determined that the explicit bit does not cost us—for CE Mode A, it does.
DCI Encoding
Table 4: Encoding jointly valid combinations for DCI encoding in CE Mode A
	
Number of TBs Scheduled
	Total jointly valid combinations across, HARQ Processes, NDIs, RVs (when present), FH indicator and number of repetitions
	Combinatorial numbers represented by the DCI chunk
	Encoding Expression
(prior to decimal-to-binary conversion)

	1 TB
(full flexibility)
	
	 through 447
	


	2 TBs
(full flexibility)
	
	448 through 12991
	 


	3 TBs
(Fixed starting RV)
	
	12992 through 16127
	


	4 TBs
(Fixed starting RV)
	
	16128 through 23967
	


	5 TBs
(Fixed starting RV)
	
	23968 through 36511
	


	6 TBs
(Fixed starting RV)
	
	36512 through 49055
	


	7 TBs
(Fixed starting RV)
	
	49056 through 56223
	


	8 TBs
(Fixed starting RV)
	
	56224 through 58015
	


	Total Bits = 




Table 4 outlines our encoding strategy for the DCI bits across HARQ processes, NDIs, RVs (when present), FH indicator and number of repetitions. The approach is similar in spirit to the encoding for CE Mode B, outlined in section 2. Depending on how many TBs are scheduled, combinatorial numbers ,  and  (where  denotes the number of TBs scheduled) are used to index the HARQ processes scheduled, as well as their NDIs and RV indices (whenever present). These combinatorial numbers are formally defined below:
1.   is the combinatorial index mapping the HARQ processes  scheduled, and is given by , where 
2.  is the index mapping the NDIs  of the HARQ processes  scheduled, and is given by 
3. [bookmark: _GoBack] is the index mapping the RV indices  of the HARQ processes  scheduled, and is given by 
Additionally, in the encoding in Table 4,  represents the unique combinatorial number corresponding to the jointly encoded pair of FH indicator and repetition number, per Table 3.
DCI Decoding Principles
The decoding of the -bit DCI chunk encoded in section 3.1 follows straightforwardly from Table 4. First, the UE determines from the DCI value, which row of Table 4 has been used to encode the DCI—implicitly, also, how many TBs have been scheduled. Once that determination is made, the UE determines the values of  by performing repeated divisions, and interpreting the required quantities from the quotients and remainders of the divisions.
As mentioned in section 2.2, we wish to outline that a typical UE performs much more complex operations than this in practice, and any concerns about requiring look-up tables of prohibitive sizes may be put to rest based on what is presented here—basic mathematical operations are enough for decoding the jointly encoded DCI chunk.
DCI Size
Table 5 presents total DCI sizes for our proposed scheme as well as that of legacy DCI Format 6-1A used to schedule a single TB and a scheme that encodes all the DCI fields separately, as opposed to jointly. We see in Table 5, the encoding efficiency achieved by our joint encoding strategy. Pretty much the only lossy compression that we make is in the per-TB RV index signalling when more than 2 TBs are scheduled. Owing to the 43-bit baseline DCI size for CE Mode A, we believe a 7-bit increase to the total DCI size does not impact MPDCCH decoding appreciably—indeed, as shown in Table 5, the performance degradation in MPDCCH decoding is approximately  dB, very close to that obtained with our design for CE Mode B. In our view, it is preferable to allow this modest increase in DCI size instead of making further lossy compressions to the DCI, especially in the form of limiting the combinations of HARQ processes that may be scheduled.
Further (optional) reductions to DCI size
If indeed further reductions to DCI size are warranted, we propose considering reducing the number of bits allocated for Resource Block Assignment. A further place (though undesirable, in our view, due to the founding premise of this indicator in DCI for CE Mode A) to cut would be the FH indicator, and rely solely on the RRC indication, like in CE Mode B.





Table 5: DCI Sizes for CE Mode A
	

	
Format 6-1A
 TB

	
Separate Encoding
 TBs
	
Proposed Scheme 
 TBs


	
(Repetition Number, Frequency Hopping Flag, HARQ Process ID, NDI, RV index)

	

9 bits
	

35 bits
	

=16 bits

	
MCS

	
4 bits
	
4 bits 
	
4 bits

	
Resource block assignment

	
8 bits
	
8 bits
	
8 bits

	
TPC command for PUCCH

	
2 bits
	
2 bits
	
2 bits

	
HARQ-ACK resource offset

	
2 bits
	
2 bits
	
2 bits

	
DCI subframe repetition number

	
2 bits
	
2 bits
	
2 bits

	
CRC

	
16 bits
	
16 bits
	
16 bits

	
Total 

	
43 bits
	
69 bits
	
50 bits

	
Approximate loss w.r.t Format 6-1A (dB) 


	

0 dB
	

2.05 dB
	

0.66 dB



Proposals for CE Mode A  
Proposal 3: For the DCI design for scheduling multiple transport blocks in CE Mode A:
· Adopt a single DCI to schedule any number from 1 to 8 TBs
· Retain same scheduling flexibility as legacy DCI when the number of TBs scheduled , including full flexibility for RV-index signalling and frequency hopping indicator
· Retain full scheduling flexibility across all combinations of (up to 8) HARQ processes for all values of number of TBs scheduled
· Jointly encode repetition number and frequency hopping indicator
· Jointly encode HARQ processes scheduled, NDIs and RV indices (when present)
· For number of scheduled TBs , the starting RV for each TB across a set of TB repetitions is fixed or (optionally) a common RV across TBs is signalled 

Proposal 4: Adopt the DCI design for scheduling multiple transport blocks in CE Mode A outlined in Section 3.
HARQ-ACK Bundling and Timeline Considerations
While it has been agreed that HARQ ACK bundling may be enabled in response to a multi-TB DL grant for CE Mode A, the maximum bundling size (if bundling is enabled) remains FFS. 
It is important to note that there is a trade-off in terms of reducing the PUCCH overhead and increasing the number of (often redundant) retransmissions, based on the bundling size. 
As an extreme example, if the maximum possible bundling size of 8 is enabled, then with a typical (i.i.d) PDSCH BLER of 10% for 8 TBs scheduled by a DCI, 57% of the time (corresponding to the probability that one or more TBs failed), one will need to re-transmit all the 8 TBs again, even though most of them may have been decoded in the first transmission. This is clearly inefficient and suggests that much smaller limits need to be considered for the maximum bundling size (if bundling is enabled).   
Observation 1: A maximum HARQ ACK bundling size of 8 (the maximum number of TBs scheduled by a DCI in CE Mode A) results in retransmitting all TBs 57% of the time when the (i.i.d) PDSCH BLER is 10%, resulting in suboptimal throughput.
While redundant retransmissions with an overly high maximum bundling size may significantly reduce throughput, there may be some throughput benefits by using a small enough bundling size to keep redundant retransmissions in check, while minimizing PUCCH overhead. 
Another important aspect related to the configuration of HARQ ACK bundling is the HARQ ACK PUCCH timeline, and the constraints that the timeline must satisfy. To this end, we observe that configuring a bundling size equal to the maximum number of TBs always results in a 3-millisecond delay before PUCCH transmission can begin, resulting in throughput loss. As a result, the maximum bundling size should be less than the maximum number of TBs scheduled, to avoid a throughput loss from a PUCCH timeline delay. 
Observation 2: A maximum HARQ ACK bundling size equal to the maximum number of TBs scheduled by a single DCI results in a throughput loss for PDSCH due to a mandatory 3-millisecond delay in starting PUCCH HARQ ACK transmission.
Throughput evaluations with HARQ ACK bundling
We analysed the impact of HARQ ACK bundling on DL PDSCH throughput using the methodology outlined in Section 4 in our previous contribution [1] to demonstrate the inefficiencies of scheduling NewTx vs ReTx separately. We reproduce the evaluation paradigm mentioned there below:
We define the time taken to transmit  TBs with one DCI as follows:
 milliseconds, where  is used to denote the number of repetitions, and  is used to denote the gap durations.
In the above equation, the terms that are scheme specific are:
1. The “evolution” of  over time, during transmission of a (large) buffer of queued TBs at the eNB.
2. The gap  which is implicitly related to  by , where 
For each scheme, we calculate the total time taken to empty a buffer of  TBs at the eNB as    where the summation over  takes into account the evolution of the “scheme-specific” stochastic process  at the  DCI transmission (where each transmitted TB is assumed to have a failure rate, modeled by the BLER), and continues until all  packets have been successfully transmitted. The scheme-specific throughput is then given by 
We modified the above setup from [1] to incorporate HARQ ACK bundling of various sizes—if any TB in the bundle experienced a failure in a certain transmission, we considered the entire bundle to be a failure, necessitating a retransmission for all the TBs in the bundle. Moreover, we modified the (per TB) PUCCH transmission delay,  from  to a (per TB bundle) of , where  is the size of the given bundle This incorporates the fact that we need to wait for an entire bundle to arrive at the UE (as opposed to a given TB) before we can transmit the ACK for the corresponding bundle.
Our evaluation settings comprised 
1. Different bundling configurations—by a bundling configuration, we mean a way to partition the number of scheduled TBs into bundles. For example, for 8 scheduled TBs, (4,4), (3,3,2) are possible bundling configurations.
2. Different numbers of TBs scheduled, : This is an important parameter, distinct from the maximum number of TBs that may be configured. We will explain the significance of this with an example later
3. Different values of the repetition number tuple —e.g., (1,1,1), (4,16,4), etc.
4. Different values of (i.i.d across TBs) transmission BLER—ranging from 10 percent to 20 percent.
For our evaluation metrics, we define the gain from HARQ ACK bundling as the ratio of the ACK-bundled throughput, , to that of unbundled transmission . 
The summary of our observations from the throughput evaluations under a multitude of setting across the parameters outlined above are as follows:
1. In general, the maximum gains we observe from HARQ ACK bunding are obtained when
a. The BLER is low—this is expected, since the loss arising from having to re-transmit successfully decoded frames is the lowest in this setting
b. The  values are low—this is also expected, since the larger the number of repetitions, the larger the loss from redundant transmissions
2. For large number of repetitions, and larger BLERs, bundling often performs worse than unbundled transmission, as is to be expected.
3. For a “bundling-friendly” configuration for  TBs with  = (1,1,1), and a BLER of 10 percent, we observe:
a. For a bundling config. (2,2,2,2), , i.e., a  throughput gain from bundling
b. For a bundling config. (3,3,2), , i.e., a  throughput gain from bundling 
c. For a bundling config. (8), , i.e., a 35 throughput loss from bundling 
4. In a similar setting as 3 above, when the BLER is 5 percent, the ordering between configurations (a) and (b) changes around, with the configuration (3,3,3) providing a 22 percent gain from bundling, while (2,2,2,2) provides a 20 percent gain from bundling. Configuration (8) continues to suffer a 6 percent loss from bundling.
Our observations from evaluation of system throughput with HARQ ACK bundling further cement our initial conclusions regarding the bundling size—i.e., maximum bundling sizes should be kept low, and not more than 4 under any circumstance. 
Proposal 5: Maximum bundle size for HARQ ACK transmission is not more than 4.
Tailoring bundling configurations to  and number of configured repetitions
Here, we argue that the bundling configuration (or, as a corollary, the maximum bundling size) may need to be tailored to the actual number of scheduled TBs (as opposed to a fixed number or related to the maximum number of TBs that can be scheduled by the DCI).
Consider first, the (bundling-friendly) setting as above, i.e., , and  = (1,1,1). Further consider that we are operating in HD-FDD mode, where we need a mandatory 1-millisecond turnaround time from finishing PDSCH reception to starting PUCCH transmission. 
In this setting, a bundling configuration of (3,3,2) is clearly better than a configuration of (4,4). This can be argued as follows: If we use (4,4) bundling, we need a 1-millisecond gap after transmitting the ACK for the first bundle of 4 TBs, before we can transmit the ACK for the second bundle of 4 TBs. In other words, we cannot reduce the total time required to transmit the entire PUCCH for a (4,4) configuration w.r.t a (3,3,2) configuration. As a result, the finer ACK granularity of the (3,3,2) configuration clearly wins.
However, if the above example is modified to have , the (4,4) may potentially, perform better than (3,3,2).
The need to tailor the bundling configuration to the actual number of scheduled TBs is even more important. To see this, modify the above example, such that  remains equal to 8, while . We determined from our evaluations above that for , one may employ a (3,3,2) bundling configuration (i.e., a maximum bundling size of 3) to achieve good throughput gains over unbundled transmission. Yet, when , bundling the 3 scheduled TBs together for ACK transmission results in a 20% throughput loss w.r.t unbundled transmission. Of course, for , a bundling configuration with maximum bundling size of 3 doesn’t even make immediate sense.
Proposal 6: Tailor the TB bundling configuration and/or the maximum bundle size according to:
1. The actual number of TBs scheduled by a multi-TB scheduling DCI grant
2. The number of configured PUCCH repetitions
Signalling (and UE determination) of employed bundling configuration and timelines
While we demonstrated the need to tailor the bundling configuration and/or the maximum bundling size according to, among others, the actual number of TBs scheduled and the number of configured PUCCH repetitions, there arises a challenge in efficiently signalling the exact bundling configuration used by the base station. 
In the legacy setting of a DCI scheduling a single TB, there is great flexibility for the base station to configure from a variety of bundling configurations, and use the HARQ ACK delay field in each individual DCI (corresponding to each TB) to signal where to transmit the PUCCH ACK—if the UE determines that for multiple TBs, the delay field points to the same location(s) in the PUCCH timeline, it can infer that those TBs are bundled. Additionally, it can infer the PUCCH ACK transmission timeline explicitly.
To have this flexibility replicated trivially in the case of a single DCI scheduling multiple TBs, we would need to replicate the 3-bit DCI delay field for all scheduled TBs, which is clearly prohibitive from a DCI design standpoint. As a result, there arises the need to communicate to the UE, the bundling configuration, with minimal DCI overhead. 
In a simple example, the UE may be configured with a set of maximum bundle sizes for every value of  from  and for certain values of PUCCH repetitions—it may determine the exact configuration and the timeline from this configurations, with (potentially additional) constraints specified for each case. We propose to study methods to do this further in the coming meetings. 
Proposal 7: Study methods to efficiently signal the bundling configuration and specify the associated PUCCH ACK timeline determination at the UE.
Hopping-aware interleaver design
While it has been agreed to support inter-TB interleaving (across TB repetitions) for multiple TBs scheduled by a single DCI, the exact design of the interleaver—and more critically, how the interleaving pattern is also able to equitably distribute all TBs across all the frequency narrowbands when frequency hopping is enabled—has not been discussed thus far.
As we will motivate with an example, this problem is not trivial—a simple row-column interleaving of TBs may lead to cases where some of the TBs only see a subset of the narrowbands that may be configured. Before we provide the example, and indeed present our solution, it is instructive to setup notation that we will be using throughout the Section.
Parameters and Corresponding Notation
1. : This denotes the hopping interval—i.e., the number of contiguous subframes in the same NB before the transmission hops to the next narrowband. This parameter is defined in TS 36.211 Section 6.4.1
2.  : This denotes the number of hopping narrowbands that may be configured. This parameter too is defined in TS 36.211 Section 6.4.1
3. : This parameter denotes the interleaving granularity that may be configured/specified for multi TB transmission. Interleaving granularity is defined as the number of repetitions of a TB that form the “base unit” of interleaving. For example, if , the interleaved TBs would be of the form {0,1,2,3,0,1,2,3}, if , the interleaved output will be {0,0,1,1,2,2,3,3,0,0…}, and so on.
4. : This parameter denotes the actual number of TBs scheduled by the DCI. This is distinct from the maximum number of TBs configured-. As we will illustrate in this Section, it is critical to have the interleaving pattern depend on , to ensure equitable distribution of TBs across narrowbands for all possible scheduling situations.
Motivating example
We now present an example, that illustrates why a simple row-column interleaving in time, without regard to the hopping pattern in frequency, leads to some TBs experiencing only a limited (and suboptimal) subset of frequency narrowbands configured.
In our running example, the configuration parameters are as follows: . With simple row-column interleaving in time, across the repetitions of the 4 TBs (indexed in the figure and having TB identifiers ), we see in the illustration below, that TBs 0 and 1 only see narrowbands NB0 and NB2, while TBs 2 and 3 only see narrowbands NB1 and NB3. Clearly, this is undesirable, and we want a pattern that ensures that for all possible configurations, every TB has its repetitions equitably distributed across all scheduled narrowbands. 
[image: ]

Design of hopping-aware, interleaved TB mapping, 
Sub-unit determination
Our design first identifies “sub-units” in time that encompass: 
1.  subframes: This ensures that at least  repetitions of each of the  TBs are covered within the sub-unit
2.  subframes: This ensures that a sub-unit spans all the configured narrowbands
From the quantities above, we determine our sub-unit size to be equal to the Lowest Common Multiple (LCM) of  and .
The sub-unit index in which a subframe  lies is therefore given by .
Cyclic shifts across sub-units
We now need to check if the sub-unit(s) thus obtained already distribute all the  TBs equitably across all narrowbands—the condition to check this is whether the quantities  and  are co-prime—i.e., whether or not the Greatest Common Factor (GCF) of the two quantities is equal to 1. If the GCF is 1, then each sub-unit provides adequate frequency diversity, and we can simply repeat the subunits in time. If not, however, we need to introduce cyclic shifts to the TB indices across consecutive sub-units, so that any concentration of TBs to a subset of narrowbands in a given sub-unit is spread out across sub-units. The value of the cyclic shift that ensures the minimum number of shifts required before we cycle back to the original sub-unit structure is given by . Putting the conditions together, we obtain the cyclic shift that needs to be applied to each sub-unit with respect to its immediately preceding sub-unit as . Note that the term  is equal to 0 is the quantities in the GCF are co-prime.
Combining the above entities (sub-unit index determination, and cyclic shift determination) we have, for a given subframe index , the cyclic shift is given by (up to modulo additive operations with )

Putting it all together
Putting together all the key ingredients described above, we have the TB index  at subframe  as:
,
where the operation  ensures that  consecutive subframes have the same TB index.
Example Revisited
We now apply our design of  as derived above to our motivating example in the beginning of the Section. For this example, the derived parameters relevant to our design of  are as follows:
; ,
 
Our equation in this case becomes


The resulting time-frequency mapping of the TBs is shown is illustrated below. As is evident, the distribution of TBs is now equitable across all the configured narrowbands.

[image: ]

Proposal 8: For subframe index  the TB index mapping , which implicitly involves the design of the time-domain interleaver, should be designed such that all TBs have an equitable distribution of repetitions across all configured narrowbands
Proposal 9: For subframe index  the TB index mapping  should depend on the actual number of TBs scheduled, and the relationship may be determined by 
,
where the parameters are as defined in this contribution.
Applicability of other features
In RAN1#96b, bundling multi-TB scheduling with other features was discussed. In the following below we provide our views on supporting configuration of other features together with multi-TB scheduling:
· Rel-14 feature for new numbers of repetitions for PUSCH and modulation restrictions for PDSCH/PUSCH in CE mode A:
· The configuration of this increases the size of the “repetition number” field and adds an additional bit in the DCI.
· This case was mainly for VoLTE (align number of repetitions with VoLTE packet arrivals), for multi-TB this case does not seem to be relevant.
· Do not support new repetitions, support modulation restrictions.
· Rel-14 feature for 2984 bits max UL TBS in 1.4 MHz in CE mode A
· The configuration of this feature does not affect the DCI size, only the interpretation of its contents.
· This feature is supported.
· Rel-14 feature on HARQ-ACK bundling in HD-FDD in CE mode A
· There is agreement to support configured bundling for multi-TB, so this feature should not apply.
· Do not support.
· Rel-14 features for 5 or 20 MHz max PDSCH/PUSCH channel bandwidths in CE mode A/B
· This feature has a big impact on the DCI design. Additionally, the benefit of reduced overhead of MPDCCH may be reduced in this case, where the TB can span more than 1.4MHz.
· Do not support.
· Rel-14 feature for 10 downlink HARQ processes in FDD in CE mode A
· With the presence of bundling, it is unclear if we would actually need more than 10 HARQ processes to achieve “full rate scheduling”.
· Revisit after bundling decision.
· Rel-14 feature for dynamic HARQ-ACK delay for HD-FDD in CE mode A
· The delays for HARQ-ACK should be designed in such a way that the desired behaviour is obtained without the need to explicitly signal HARQ-ACK.
· Rel-15 features for flexible starting PRB for PDSCH/PUSCH in CE mode A/B
· This feature only changes the resource allocation field (which is common for all TBs).
· This feature is supported.
· Rel-15 feature for PUSCH sub-PRB allocation in CE mode A/B.
· Adding sub-PRB may complicate the design, since there is bundling across multiple fields.
· If DCI design allows for accommodating this easily, it should be supported.
· This feature is deprioritized.
· Rel-15 feature for 64QAM for non-repeated unicast PDSCH in CE mode A
· This feature bundles together the MCS field with the FH flag, which may complicate the DCI design.
· Depending on the DCI design, this feature can be added.
· This feature is deprioritized.
· Rel-15 feature for uplink HARQ-ACK feedback in DCI in CE mode A/B
· For HD-FDD: Support if there are spare states in DCI.
· For TDD and FD-FDD (early termination): Need further study.

Proposal 10: For optional features:
	- Supported: Modulation restrictions, 2984 bits, flexible PRB, HARQ-ACK feedback (except early termination)
	- Deprioritized/FFS: 10 HARQ processes, sub-PRB, 64-QAM, early PUSCH termination.
	- Not supported: New repetitions for PDSCH/PUSCH, larger BW, HARQ-ACK bundling, larger BW, dynamic HARQ-Ack delay
Summary
Proposal 1: For the DCI design for scheduling multiple transport blocks in CE Mode B:
· Adopt a single DCI to schedule any number from 1 to 4 TBs
· Retain same scheduling flexibility as legacy DCI when the number of TBs scheduled 
· Retain full scheduling flexibility across all combinations of (up to 4) HARQ processes for all values of number of TBs scheduled
· Jointly encode HARQ processes scheduled and NDIs for all values of number of TBs scheduled
· For number of scheduled TBs , restrict the MCSs allowed when number of repetitions is large 

Proposal 2: Adopt the DCI design for scheduling multiple transport blocks in CE Mode B outlined in Section 2.
Proposal 3: For the DCI design for scheduling multiple transport blocks in CE Mode A:
· Adopt a single DCI to schedule any number from 1 to 8 TBs
· Retain same scheduling flexibility as legacy DCI when the number of TBs scheduled , including full flexibility for RV-index signalling and frequency hopping indicator
· Retain full scheduling flexibility across all combinations of (up to 8) HARQ processes for all values of number of TBs scheduled
· Jointly encode repetition number and frequency hopping indicator
· Jointly encode HARQ processes scheduled, NDIs and RV indices (when present)
· For number of scheduled TBs , the starting RV for each TB across a set of TB repetitions is fixed or (optionally) a common RV across TBs is signalled 

Proposal 4: Adopt the DCI design for scheduling multiple transport blocks in CE Mode A outlined in Section 3.
Observation 1: A maximum HARQ ACK bundling size of 8 (the maximum number of TBs scheduled by a DCI in CE Mode A) results in retransmitting all TBs 57% of the time when the (i.i.d) PDSCH BLER is 10%, resulting in suboptimal throughput.
Observation 2: A maximum HARQ ACK bundling size equal to the maximum number of TBs scheduled by a single DCI results in a throughput loss for PDSCH due to a mandatory 3-millisecond delay in starting PUCCH HARQ ACK transmission.
Proposal 5: Maximum bundle size for HARQ ACK transmission is not more than 4.
Proposal 6: Tailor the TB bundling configuration and/or the maximum bundle size according to:
1. The actual number of TBs scheduled by a multi-TB scheduling DCI grant
2. The number of configured PUCCH repetitions
Proposal 7: Study methods to efficiently signal the bundling configuration and specify the associated PUCCH ACK timeline determination at the UE.
Proposal 8: For subframe index  the TB index mapping , which implicitly involves the design of the time-domain interleaver, should be designed such that all TBs have an equitable distribution of repetitions across all configured narrowbands
Proposal 9: For subframe index  the TB index mapping  should depend on the actual number of TBs scheduled, and the relationship may be determined by 
,
where the parameters are as defined in this contribution.
Proposal 10: For optional features:
	- Supported: Modulation restrictions, 2984 bits, flexible PRB, HARQ-ACK feedback (except early termination)
	- Deprioritized/FFS: 10 HARQ processes, sub-PRB, 64-QAM, early PUSCH termination.
	- Not supported: New repetitions for PDSCH/PUSCH, larger BW, HARQ-ACK bundling, larger BW, dynamic HARQ-Ack delay
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Example 1: Time frequency arrangement of TBs 0, 1, 2 and 3 with simple row-column time-domain interleaving
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Example 1: Time frequency arrangement of TBs 0, 1, 2 and 3 with proposed design of 1., (1)




