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Introduction
DFT-based compression scheme has been agreed as Type II rank 1~4 codebook in Rel-16, where frequency domain (FD) compression is employed to remove the redundancy among all the subbands. In this contribution, we focus on the remaining issues of Type II CSI.
In the last meeting, the following parameter combinations were agreed:
Agreement
On the supported parameter combinations
· The following parameter combinations are supported:

	L
	p = y0 (RI= 1-2)
	p = v0 (RI= 3-4)
	β
	Restriction (if any)

	2
	¼ 
	1/8
	¼ 
	

	2
	¼ 
	1/8
	½ 
	

	4
	¼ 
	1/8
	¼ 
	

	4
	¼ 
	1/8
	½ 
	

	4
	½ 
	¼ 
	½
	

	6
	¼ 
	-
	½ 
	RI=1-2, 32 ports

	4
	¼ 
	¼ 
	¾ 
	

	6
	¼ 
	-
	¾ 
	RI=1-2, 32 ports



· Support only 16PSK co-phasing, i.e. 8PSK co-phasing is not supported

In this contribution, all the candidate schemes are evaluated according to the above table.
Rank 3~4 extension for port selection codebook
In RAN1#98 meeting, rank 1-2 Type II port selection codebook was agreed to be supported. Whether the corresponding rank 3-4 codebook would be supported in Rel-16 is still FFS. The related agreements are as follows [1]:

Agreement
On Rel.16 extension for Type II port selection codebook:
· For rank 1-2, reuse Rel.15 Type II W1 port selection matrix for Rel.16 Type II port selection codebook
· Only L=2 and 4 are supported
· FFS: support for rank 3-4  

Agreement
On the support of Rel.16 Type II port selection codebook for RI=3-4, evaluate the need for supporting the following scheme in RAN1#98bis:
· 
Reuse the Rel-15 Type II W1 matrix and the Rel-16 Type II  and Wf
· Note: if there is no consensus on the need for this feature, such extension to RI=3-4 is not supported in Rel.16
 
Port selection codebook is utilized in a transmission mode which depends on partial channel reciprocity. In Rel-16, per polarization, gNB has to transmit at least two CSI-RS ports, where each port is beamformed to one beam direction. Such beam direction could be determined based on UL channel measurement. To ensure layer 3-4 transmission, at least two accurate CSI-RS port directions should be guaranteed to generate an adequate combined beam to the UE. This is more stringent than that of layer 1-2 transmission. The gNB/UE complexity would be increased to obtain the accurate CSI-RS port directions. On the other hand, the target of Rel-16 Type II codebook design is to reduce the CSI overhead. Port selection codebook has similar overhead to that of Type II codebook, since the port selection matrix has to be indicated to gNB. Therefore, the necessity of supporting rank 3-4 port selection codebook is not clear. 

Proposal-1: It is NOT necessary to support extension to rank 3-4 port selection codebook.

CSI omission
In RAN1#98, the criteria of CSI omission were agreed. CSI recalculation is not allowed and no extra signaling is supported. In addition, the UCI part 2 is divided into 3 groups with different priority. The related agreements are shown in the following [1]:
Agreement:
The selected UCI omission scheme should meet the following criteria when CSI omission occurs:
1. CSI calculation is identical to that for without omission – otherwise the UE may end up recalculating the CSI if UCI omission occurs.
a. When UCI omission occurs, the associated CQI may not be calculated conditioned on the PMI after omission
2. The occurrence of UCI omission can be inferred from the associated CSI report without any extra signaling.  
3. The resulting UCI payload after omission should not be ambiguous (payload ambiguity would require the gNB to perform blind decoding of UCI Part 2).
4. When CSI omission occurs, dropping all NZCs associated with any particular layer should not be done. 
Note: CSI omission occurs when the allocated UL resource for UCI is not sufficient for full CSI reporting.

Agreement





Denote the non-zero LC coefficient (NZC) associated with layer , beam , and FD-basis  as . The associated bitmap component (including zero(s)) is.
For the purpose of UCI omission, the parameters in UCI Part 2 is divided into 3 groups where Group n is of a higher priority than Group (n+1), n=0, 1.

In this section, we discuss the detailed design of the three groups in UCI Part 2.
G1 and G2
In RAN1#98 meeting, the contents of the three groups were agreed as follows [1]:
Agreement
When the UE is configured to report NRep CSI reports,
· Group 0 includes at least: SD rotation factors, SD indicator, and SCI(s) for all the NRep reports, 
· 
For each of the NRep reports, Group 1 includes at least: reference amplitude(s) for weaker polarization, , FD indicator
· 
For each of the NRep reports, Group 2 includes at least: 
· Note: G1 and G2 exclude the indices associated with the strongest coefficient(s) 

In RAN1#98bis, decide the following aspects. If there is no consensus in RAN1#98bis, UCI omission for Rel.16 Type II codebook is not supported in Rel.16 (i.e. UCI omission can be performed via UE implementation).

1. Priority rule for determining G1 and G2: down select from the following:
· 

Alt 1.1: LC coefficients are prioritized from high to low priority according to (λ,l,m) (index triplet, the   highest priority coefficients belong to G1 and the  lowest priority coefficients belong to G2. Priority level is calculated as Prio(λ,l,m)=2L.RI. Perm1(m)+RI. Perm2(l)+λ
· FFS: Exact structure of index permutation function Perm1(.) and Perm2(.), including no permutation
· 

Alt 1.2: The NZ coefficients  are sorted sequentially 0 to KNZ– 1 in the following order, based on λlm indexing (layer  SD  FD), or based on l λ m indexing (SD  layer  FD). The group G1 comprises at least firstsorted coefficients, and group G2 comprises the remaining second sorted coefficients.
· 

Alt 1.3: LC coefficients are prioritized from high to low priority according to (λ,l,m) index triplet, the  highest priority coefficients belong to G1 and the   lowest priority coefficients belong to G2. Priority level is calculated as Prio(λ,l,m)=2L.RI. Perm1(m)+RI. Perm2(l)+ λ
· FFS: Exact structure of index permutation function Perm1(.) and Perm2(.), including no permutation

2. 
Which group(s)  belong to: down select from the following 
· 

Alt 2.1: (only coupled with Alt 1.1) First bits according to Prio(λ,l,m) value belong in Group 1, last according to Prio(λ,l,m) value belong in Group 2
· 

Alt 2.2: (only coupled with Alt 1.2) Bitmap and coefficients are segmented together into M segments (M = number of FD basis indices). Group 1 contains M1 segments and Group 2 contains M2 segments, where M = M1+M2. Each segment contains the bitmap (sub-bitmap) associated with all RI layers, all SD components and a single FD component and the corresponding combining coefficients. The payload size of Group 1 is given by  (N= number of bits for amplitude and phase). The payload size of Group 2 is . 
· FFS: Segmentation of sub-bitmap and coefficients per segment 
· 

Alt 2.3: (only coupled with Alt 1.3) First bits according to Prio(λ,l,m) value belong in Group 1, last  according to Prio(λ,l,m) value belong in Group 2
· Alt 2.4 (only coupled with Alt 1.1) First RI.LM bits according to Prio(λ,l,m) value belong in Group 1, last RI.LM  according to Prio(λ,l,m) value belong in Group 2
· 
Alt2.5: (applicable to any Alt1.x) Bitmap  is included in Group 0
· 
Alt2.6: (applicable to any Alt1.x) Bitmap  is included in Group 1
According to the above agreement, non-zero coefficients are divided into two groups, and there are three alternatives for the partition. On the other hand, bitmap components are either divided or not. If bitmap components are not divided and included in Group 0 or Group 1, only half of the non-zero coefficients (i.e. at most bits) could be omitted by dropping Group 2. Considering the payload difference of rank 1 and rank 2 reporting, the bitmap size and the number of non-zero coefficients of rank 2~4 reporting are almost doubled compared with rank 1 reporting. If PUSCH resources are allocated according to rank 1 reporting, only omitting Group 2 would not meet the PUSCH capacity. In Fig.1, we give the analysis on UCI omission for different alternatives. The parameter configurations are given in the figure. In addition,  and  are assumed. The two cases correspond to a larger value and a smaller value, respectively. The Y-axis is defined as the ratio between PUSCH capacity and UCI payload assuming rank=1. From Fig.1, for both cases, Alt 2.6 has the largest PUSCH capacity range of dropping both Group1 and Group2 (denoted by G0 report in the figure). Taking Fig.1(b) as an example, when the ratio falls within [1.18 1.45], Alt 2.4 could report Group 0 and Group 1, but Alt 2.6 could only report Group 0. Compared with Alt 2.6 (G0+G1 report lies in [1.45, 1.92]), the G0+G1 range is increased by 57% using Alt 2.4 (G0+G1 report lies in [1.18, 1.92]). Therefore, bitmap partition is beneficial to enhance the possibility of providing meaningful CSI, which is aligned with the design target of UCI omission.

        [image: ]  [image: ]
(a)                                            (b)    
Figure 1:  UCI omission for different alternatives
 
Proposal-2: Bitmap components should be divided into two groups.

There are four bitmap partition candidates (i.e. Alt 2.1~Alt 2.4). Among them, Alt 2.1, Alt2.3 and Alt 2.4 have fixed bitmap size in Group 1 and Group 2, while Alt 2.2 has dynamic bitmap size in each group. For Alt 2.1 and Alt 2.3, the size of bitmap components in Group 2 is equal to the number of non-zero coefficients in Group 2. This implies that most of the bitmap components in Group 1 have no corresponding non-zero coefficients especially when  is small. These bits are useless but remained in Group 1 during omission. Alt 2.2 aims to balance the constitution of the bitmap and the non-zero coefficients in Group 2, where more useless bits of the bitmap and less non-zero coefficients are included. To achieve better balance, the bitmap should be partitioned in a finer granularity, which increases the UE complexity. Alt 2.4 divides the bitmap into two parts with equal size. Then Group 2 includes half of the bitmap and half of the non-zero coefficients. For clarification, Fig.2 shows an example of Alt2.4. Without loss of generality, we assume no permutation for the priority level, i.e.
Prio(λ,l,m)=2LRIm+RIl+λ
If the number of non-zero coefficients is equal to the number of ‘1’s in the bitmap per group, there would be no ambiguity of the correspondence between bitmap and the NZ coefficients. Otherwise, two possible cases may be resulted for Group 1:
· Case-1: The number of non-zero coefficients is smaller than the number of ‘1’s in the bitmap
· Case-2: The number of non-zero coefficients is larger than the number of ‘1’s in the bitmap
Without omission, gNB would combine the bitmap and the non-zero coefficients in Group 1 and Group 2. Then the non-zero coefficients and their corresponding locations could be determined. If Group 2 is omitted, as given in Fig.2(a) for Case-1, the extra bit ‘1’ (in the red box) would not find its corresponding coefficient. It could just be ignored by gNB. In Fig.2(b) for Case-2, all the bit ‘1’s in Group 1 have their corresponding coefficients. The extra coefficient (in the red box) would be ignored by gNB when Group 2 is omitted. Since Group 1 and Group 2 have similar payload size, Alt 2.4 achieves larger CSI overhead reduction after Group 2 omission. 

[image: ]
(a)

[image: ]
(b)
Figure 2:  Illustration of Alt2.4
In the following, we evaluate the impact of CSI omission on the system performance. The PUSCH allocation is assumed to be within the range where both Group 0 and Group 1 are reported. Without bitmap partition, Alt 2.6 would achieve the best performance among Alt 2.1~2.6 in principle, which is used as the baseline. The performance of Alt 2.6 and that of Alt 2.4 are compared, where MU-MIMO with rank 1~2 adaption @ 60% RU are simulated. No permutation is adopted in the simulation. Fig.3 shows the simulation results. We observed that these two alternatives achieve similar system performance (no more than 1% performance degradation for Alt 2.4). This implies that the mismatch in Case-2 of Alt 2.4 (i.e. certain number of NZ coefficients is of no use in Group 1) has marginal impact on the system performance. 
[image: ]
Figure 3: Average UPT performance of Alt 2.4 and Alt 2.6

Observation-1: Alt 2.4 is beneficial to enhance the possibility of providing meaningful CSI. Meanwhile, in the case of Group 0 and Group 1 being reported, Alt2.4 (bitmap partition) achieves similar performance to that of Alt 2.6 (no bitmap partition).

From Fig.1, Alt 2.4 could enhance the possibility of providing meaningful CSI to the maximum extent. Meanwhile there is no performance degradation compared to the scheme without bitmap partition. It should be supported in Rel-16.  
Proposal-3: Alt 2.4 is supported, where first RILM bits according to Prio(λ,l,m) value belong in Group 1, last RILM  according to Prio(λ,l,m) value belong in Group 2.

Priority of coefficients
Since the parameters, such as the number of beam, FD compression basis and non-zero coefficients are configured by gNB, gNB could allocate enough PUSCH resource to carry at least rank=1 CSI reporting. Therefore, it is not necessary to consider CSI omission for rank=1 reporting. 

If the non-zero coefficients (NZC)  are sorted based on λ lm as Alt1.2, the priority rule is equivalent to Alt 1.1 without permutation, i.e., 2LRIm+RIl+λ. For both Alt 1.1 and Alt1.2, at least half of the NZC will be dropped when UCI omission occurs. In order to minimize performance loss, weaker NZC should be dropped first. For Alt 1.1, if permutation based on SD basis index and/or FD basis index is not performed, it could not ensure that the dropped NZC are weaker ones whose amplitudes are smaller. In our view, suitable permutation is necessary to remain larger and key NZC with less performance impact. It was agreed that the indication of strongest coefficient has the highest priority and is reported in G0. Motivated by this, the permutation based on SD basis and FD basis index of SCI is investigated.

Permutation for SD basis 

All NZC of some important beams or polarization may be dropped if no permutation is performed. Especially, when there are no NZC left for a polarization, the reference amplitude is hence not meaningful in G1. Furthermore, power loss would occur if power amplifiers operate at maximum output power, since the power used by the polarization with transmission data could not be increased any more. In order to avoid power loss, it is necessary to ensure that both polarizations have at least one NZC after UCI omission. According to the results of energy distribution statistics in [2], coefficients reported within row mod (l*+L, 2L) have larger magnitude values compared with reported coefficients in other rows, where l* and L denote the row corresponding to the strongest coefficient and number of beams, respectively. This means that besides row l*, the priority of coefficients within row mod (l*+L, 2L) should be higher than the other rows’ coefficients. Therefore, we propose the following permutation of SD basis as follows:
[bookmark: _GoBack]If , 

else if ,

where .

As given in the equation, the row corresponding to the strongest coefficient has the highest priority, which is followed by its corresponding row of the other polarization. Then, all the other rows are arranged in a successive order. And the rows belong to two polarizations are interleaved. 

Permutation for FD basis 

It has been agree that the strongest coefficients of each layer is always associated with the first FD basis after performing cyclic shift operation when rank>1. Hence, the priority level of the first FD basis is higher than that of others FD bases. According to the results of energy distribution statistics in [2], those FD bases located on edges contribute most energy. Based on this observation, the priority level is defined as m=0,m=M-1,m=1,m=M-2,…. Therefore, the permutation function of  FD basis is given as

The evaluated performance comparison between the above SD+FD basis permutation and no permutation is given in Fig.4. In the simulation, cycle shift is firstly operated so that the strongest coefficients are always associated with the first FD basis. Then, the indexes of selected FD basis are ordered in ascending order. At last, the permutation functions of SD basis and FD basis are applied to drop NZC, respectively. It is observed that the performance is improved by about 15% using permutation, which implies that those stronger NZC are better maintained in Group 1. In our opinion, it deserves to support SD and FD basis permutation to guarantee the performance at cost of slightly increased complexity. 

[image: ]

Figure 4: Performance comparison between SD+FD basis permutation VS. no permutation

Observation-2: The SD and FD basis permutation could bring performance gain. 

Based on above observations and discussions, the following proposal is given.
Proposal-4: Priority level is calculated as Prio(λ,l,m)=2LRIPerm1(m)+RIPerm2(l)+λ, where 

If , 

else if ,

where l* denotes the row corresponding to the strongest coefficient, and  .

CBSR
In the last meeting, the following agreements on CBSR were achieved [1]: 

Agreement
On CBSR for Rel.16 Type II codebook:
· Support SD-only subset restriction (without FD)
· In RAN1#98bis, select one of the following criteria for SD subset restriction:
· Alt1. Analogous to Rel.15 Type I
· Alt2. Analogous to Rel.15 Type II (SD beam group restriction + per coefficient amplitude restriction)
· Alt3. Rel. 15 Type II SD beam group restriction + sum power per SD beam restriction
· Support RI restriction

Agreement
On CBSR for Rel.16 Type II codebook, the three agreed alternatives for down selection are further clarified as follows. No other alternatives or sub-alternatives will be considered for down selection.
· Alt1. Analogous to Rel.15 Type I
· Hard restriction (0 or 1) can be applied to any of the spatial beams (the restriction is applied for both polarizations of the beam) and is higher-layer configured with one size-N1N2O1O2 bitmap B
· Alt2. Analogous to Rel.15 Type II (SD beam group restriction + per coefficient amplitude restriction)
· Four beam groups are selected via higher-layer configured bitmap B1
· 


For each spatial beam in each of the four beam groups, soft restriction (maximum amplitude of 0, ½, , or 1) is applied to any of the coefficients associated with the beam (the restriction is applied for both polarizations of the beam). This maximum amplitude restriction is higher-layer configured with four bitmaps  
· Alt3. Rel. 15 Type II SD beam group restriction + joint per SD beam restriction
· Four beam groups are selected via higher-layer configured bitmap B1
· Amplitude restriction:
· 


Alt 3A (Sum power ratio): For each beam  in each of the four beam groups, power ratio threshold  (definition and values FFS) is configured, the following criterion should be satisfied:  
· 





[bookmark: MTBlankEqn]Alt 3B (Restriction on ): For each beam  in each of the four beam groups and FD index k0, 0≤k0<N3, wideband gain threshold  (maximum threshold of 0, ,, or 1) is configured, the following criterion should be satisfied:  
· i.e. the “wideband gain” in the frequency domain of the precoder is restricted similarly to Rel. 15
· 
This maximum amplitude restriction is higher-layer configured with four bitmaps  

The aim of SD subset restriction is to control the combined beam direction to avoid interference to other cells. For Rel-15 Type II CSI, the beam direction of Type II CSI is determined by the linear combination of multiple DFT beams, which is related to DFT vectors and the corresponding coefficients. The total  DFT beams are divided into  beam groups, where each group comprises  beams. Then through restricting the maximum WB amplitude associated with each DFT beam in the selected beam groups, the beam direction could be controlled.
Take the following codebook structure into account, 


where  and  denote the differential amplitude coefficient and the phase coefficient corresponding to SD basis  and FD basis . Reference amplitude coefficient is denoted as. For each beam, the weighting factor corresponds to the linear combination FD basis instead of a single combining coefficient in Rel-15. 
Since the combined beam direction is determined by both the SD basis and the combined coefficients, Alt 1 (i.e. beam restriction only) can not fully control the beam direction. Rel-16 Type II should follow the same principle as that of Rel-15 Type II. The SD basis restriction could reuse the grouping scheme adopted in Rel-15, where several adjacent SD basis comprise one group. The compression amplitude coefficient set restriction could be achieved by restricting the values of the amplitude coefficient within the set. If restriction selects only, the amplitude coefficients set  for one polarization and the amplitude coefficients set  for another polarization would be restricted. Note that, for the second polarization, the overall amplitude is determined by the product of the reference amplitude and the differential amplitude. As the beam direction is actually controlled by the overall amplitude, CBSR should be applied to such overall amplitude. Alt 3A aims to restrict sum of the coefficient power for the restricted beam. However it is not easy to determine reasonable threshold . In addition, such limitation makes the coefficient calculation become a constrained optimization issue, which significantly increases the UE complexity. Alt 3B tries to restrict the intermediate coefficients, i.e. the coefficients obtained after matrix production of  and . These intermediate coefficients are equivalent to the coefficients of Rel-15 Type II codebook. Then the amplitude restriction of Rel-15 could be reused. However, similar to Alt 3A, the constrained optimization issue complicates UE implementation. In our opinion, without clear benefit, the additional complexity should be avoided. Therefore Alt 2 is preferred.

Observation-3: Alt 1 can not fully control the beam direction. And Alt 3 makes the coefficient calculation become a constrained optimization issue, which significantly increases the UE complexity.

Proposal-5: On CBSR for Rel.16 Type II codebook, Alt2 (SD beam group restriction + per coefficient amplitude restriction) should be supported.

Conclusions
In this contribution we discussed the unresolved issues of Type II CSI including port selection codebook, CSI omission and CBSR. Based on the analysis and simulation results, our observations and proposals are summarized below.

Observation-1: Alt 2.4 is beneficial to enhance the possibility of providing meaningful CSI. Meanwhile, in the case of Group 0 and Group 1 being reported, Alt2.4 (bitmap partition) achieves similar performance to that of Alt 2.6 (no bitmap partition).
Observation-2: The SD and FD basis permutation could bring performance gain. 
Observation-3: Alt 1 can not fully control the beam direction. And Alt 3 makes the coefficient calculation become a constrained optimization issue, which significantly increases the UE complexity.

Proposal-1: It is NOT necessary to support extension to rank 3-4 port selection codebook.
Proposal-2: Bitmap components should be divided into two groups.
Proposal-3: Alt 2.4 (only coupled with Alt 1.1) is supported, where First RI.LM bits according to Prio(λ,l,m) value belong in Group 1, last RI.LM  according to Prio(λ,l,m) value belong in Group 2.
Proposal-4: Priority level is calculated as Prio(λ,l,m)=2L.RI. Perm1(m)+RI. Perm2(l)+λ, where 

If , 

else if ,

where l* denotes the row corresponding to the strongest coefficient, and  .

Proposal-5: On CBSR for Rel.16 Type II codebook, Alt2 (SD beam group restriction + per coefficient amplitude restriction) should be supported.
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Appendix
Table AI: Evaluation assumptions
	Parameters
	Values

	Duplex mode 
	FDD

	Scenario
	Dense Urban (Macro)

	Carrier frequency 
	4GHz

	Channel model
	According to the TR 38.901

	BS Tx power 
	41dBm

	BS antenna configuration
	32 ports: (8,8,2,1,1,2,8), (dH, dV) = (0.5, 0.8)λ

	BS antenna height 
	25m

	UE antenna configurations 
	4RX: (1,2,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	UE receiver noise figure
	9 dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bits 

	Number of RBs
	52 RBs for 15 kHz SCS

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	UE distribution
	80% Indoor, 3km/h, 20% Outdoor, 30km/h

	UE receiver type
	MMSE and IRC

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	MIMO mode
	MU-MIMO with rank 1~2 adaption

	CSI feedback period 
	5ms

	Feedback delay
	4ms
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