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Introduction
In RAN1#96bis, the following agreements have been made on the DFT based Type II compression CSI enhancements for MU-MIMO [1].
Agreement
 On RI=3-4 extension:
· (L,p) setting: In RAN1#97 (Reno), down select and decide from the following alternatives: 
· Alt2B, Alt3C, Alt6E (see Table 9 from R1-1905629)
Agreement
On RI=3-4 extension, with the agreed total max # NZ coefficients across all layers ≤ 2K0 where the K0 value (hence β) set for RI{1,2}, the scheme for determining the # NZC per layer will be chosen from the following alternatives in RAN1#97 (Reno):
· 
Alt0. KNZ,i is unrestricted as long as 
· 
Alt1. KNZ,i≤K0 as long as 
In this contribution, we give our evaluation results on different alternatives for the extension of Type II compression codebook to rank 3-4.
Scheme description 
After RAN1#96bis, Alt 2B, Alt 3C and Alt 6E survive, where p value is adjusted for different ranks, but L value is not adjusted. Further evaluation on these three alternatives is needed.
Further, two alternatives on K0 restriction have been proposed.
· 
Alt0. KNZ,i is unrestricted as long as 
· 
Alt1. KNZ,i≤K0 as long as 
Based on our contribution [2], to achieve Alt 1, we can further use the following two alternatives.
· Alt 1-1: KNZ,i≤K0 with RI-specific and layer-common  values for rank 3-4
· Alt 1-2: KNZ,i≤K0 without defining  value for rank 3-4
For Alt 1-1, gNB would configure a layer-common and RI specific  value to guarantee that for the p/L value of a particular rank, 
· the per-layer number of NZ coefficients does not exceed K0 value for rank 1-2,
· the total number of NZ coefficients across layers does not exceed 2K0 
For Alt 1-2, there is no  value defined for rank 3-4. The coefficient subset selection is implemented in the following two steps.
· Step 1: UE selects up to K0 strongest NZ coefficients for each layer.
· Step 2: UE selects up to 2K0 strongest NZ coefficients among the Rank*K0 coefficients selected by Step 1. 
According to the above analysis, we perform system-level simulation for the following alternative combinations.
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· Alt 6E + Alt 0
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· Alt 6E + Alt 1-2 
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Evaluation results
We evaluate the performance overhead trade-off for the above 9 schemes with SLS. In the simulations, p0 is set as {1/4, 1/2}, and  values are {1/4, 1/2, 3/4}. Quantization approach follows the per-polarization differential approach agreed in RAN1#96 with 3-bit phase. The results for p0=1/4 and  ={1/4, 1/2, 3/4} are shown in Fig. 1a, and the Fig. 1b depicts the results for p0=1/2 and  ={1/4, 1/2, 3/4}.
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Fig. 1 Performance-overhead trade-off of different alternatives for higher-rank extension
From Fig. 1, we observe the following
1)  Among Alt 2B, Alt 3C and Alt 6E
a) Alt 2B costs larger overhead than the other two, without clear performance gain. The reason is with similar number of maximum non-zero coefficients, Alt 2B needs larger bitmap as it keeps the same p values for layer 1-2 in rank 3-4 as in rank 1-2.
b) Alt 6E does not provide performance gain over Alt 3C. The performance of these two is very close. In some cases, Alt 3C even performs slightly better. It implies that layer-specific setting does not provide gain over layer-common setting.
c) Alt 3C is simpler than the other two in terms of codebook structure and configuration parameters.
2) Regarding per-layer K0 restriction
a) Alt 0 (do not support per-layer K0 restriction) and Alt 1-2 (support per-layer K0 restriction w/o  value for rank 3-4) performs quite similarly at least for Alt 3C, and Alt 1-1 (support per-layer K0 restriction by adjusting ) has a bit performance loss.
b) Complexity and simplicity of Alt 0 and Alt 1-2 is similar. 
It can be observed that layer-specific p values do not bring performance gain. The reason is that an artificial weighting among different layers may not be optimal to match the real channel, and may not bring positive impact on the performance. As average distribution is the statistical optimal solution when channel is unknown, non-uniform distribution may bring performance loss. In our previous contribution [3], we observe that the layer-specific setting, which does not match the real channel, brings negative impact at least on rank selection.
Based on the above evaluation results, we have the following observation.
Observation: 
· Among Alt 2B, Alt 3C and Alt 6E
· Alt 2B costs larger overhead than the other two, without clear performance gain.
· Alt 6E does not provide performance gain over Alt 3C. The performance of these two is very close. In some cases, Alt 3C even performs slightly better. It implies that layer-specific setting does not provide gain over layer-common setting.
· Alt 3C is simpler than the other two in terms of codebook structure and configuration parameters.
· Regarding per-layer K0 restriction
· [bookmark: _GoBack]Alt 0 (do not support per-layer K0 restriction) and Alt 1-2 (support per-layer K0 restriction w/o  value for rank 3-4) performs quite similarly at least for Alt 3C, and Alt 1-1 (support per-layer K0 restriction by adjusting ) has a bit performance loss.
· Complexity and simplicity of Alt 0 and Alt 1-2 is similar.
Conclusion
In this contribution, we perform evaluation to compare numerous alternatives for higher rank extension of Type II compression codebook. We have the following observation based on the evaluation results.
Observation: 
· Among Alt 2B, Alt 3C and Alt 6E
· Alt 2B costs larger overhead than the other two, without clear performance gain.
· Alt 6E does not provide performance gain over Alt 3C. The performance of these two is very close. In some cases, Alt 3C even performs slightly better. It implies that layer-specific setting does not provide gain over layer-common setting.
· Alt 3C is simpler than the other two in terms of codebook structure and configuration parameters.
· Regarding per-layer K0 restriction
· Alt 0 (do not support per-layer K0 restriction) and Alt 1-2 (support per-layer K0 restriction w/o  value for rank 3-4) performs quite similarly at least for Alt 3C, and Alt 1-1 (support per-layer K0 restriction by adjusting ) has a bit performance loss.
· Complexity and simplicity of Alt 0 and Alt 1-2 is similar.
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Appendix
Table 6.1 Simulation assumptions
	System level simulation parameters

	Scenarios
	TR38.901: 3D-Uma (200m) for overhead reduction; 3D-Umi for higher rank support

	Carrier frequency 
	4 GHz

	Simulation bandwidth
	DL 10 MHz unless specified 

	SCS
	15KHz unless specified 

	Antenna Spacing
	(dV,dH)=( 0.8λ, 0.5λ)

	NB antenna configurations
	32 ports:
(MTXRU, NTXRU, P) = (2, 8, 2)
(M,N,P,Mg,Ng)= (8,8,2,1,1)

	UE antenna configurations
	 Isotropic antenna gain pattern:
(M, N, P) = (1, 1, 2) or  (1, 2, 2)

	Transmission scheme
	SU/MU-MIMO adaption with max rank 2/4, total 4/8 layers

	Traffic model
	FTP 3 with packet size 0.5M byte

	CSI-RS
	Periodicity is 5 ms and overhead is accounted.  

	Delay for scheduling and AMC
	4ms

	Scheduler
	PF

	Receiver
	MMSE-IRC

	HARQ Scheme
	Chase Combining

	Feedback Assumption
	
Non-ideal modeling of channel estimation, with error modeling is used.

	Handover margin 
	3dB 

	DL Overhead  calculation
	 2 OFDM symbols for PDCCH, 24 RE/PRB for DMRS

	Metric
	 Average and 5% tail UE  throughput; Per-rank PMI overhead; 
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