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1. Introduction
[bookmark: OLE_LINK13][bookmark: OLE_LINK14]The V2X WI has been approved in RAN#83 meeting [1]. The objectives include the support of QoS management, as well as the congestion control, in NR sidelink:
	1. NR sidelink: Specify NR sidelink solutions necessary to support sidelink unicast, sidelink groupcast, and sidelink broadcast for V2X services, considering in-network coverage, out-of-network coverage, and partial network coverage.
· Congestion control [RAN1, RAN2]

4. Specify support for QoS management [RAN2, RAN3, RAN1]


In this contribution, we provide our view on these objectives for NR sidelink.

2. Discussion 
2.1. [bookmark: _Ref4610368]Congestion control
Congestion control has been investigated in LTE V2X. It has been agreed to support at least NR Channel busy ratio (CBR) as a congestion metric for NR sidelink congestion control in the previous RAN1 meeting [2].
	Agreements:
Support at least NR CBR as congestion metric for NR sidelink congestion control. 
· LTE CBR is the baseline for defining NR CBR.


In LTE V2X, the CBR is specified as a measurement of the resource utilization state of a resource pool, similar to the channel busy ratio defined in ETSI. The basic mechanism of the CBR based congestion control is that a UE (regardless of its RRC state) performs transmission parameter adaptation based on the CBR level, including the maximum transmission power, the range of the number of retransmission per TB, the range of PSSCH RB number, the range of MCS, and the maximum limit on channel occupancy ratio (CR). It may be reported to the network by the UE so that the network can adjust the resource configuration appropriately.
In NR V2X, the high connection density for congested traffic is still foreseen. Although the exact QoS information and QoS model definition are still pending further discussion in RAN2, the CBR based congestion control mechanism can be largely inherited from LTE V2X.
[bookmark: _Ref528781633]Proposal 1: The LTE CBR based sidelink congestion control mechanism is the starting point for defining NR sidelink congestion control.

In the case of congestion control in sidelink mode 2, in order to perform inter-UE contention for resources, a UE should be able to identify the QoS attribute for each packet from the other UEs during sensing. As a result, the UE can preempt the resource reserved for lower priority packet, while avoid violating the resource of higher priority packet. More details are discussed in [3]. Therefore, the QoS attribute should be indicated in SCI. 
The Per-Flow QoS model is agreed by SA2 for unicast, broadcast and groupcast transmissions [4], and PC5 5QI (PQI) value instead of PPPP/PPPR is used to represent QoS requirements. Further, the Priority Level of PC5 QoS characteristics has the same format and meaning as that of the PPPP:
	The Priority Level has the same format and meaning as that of the ProSe Per-Packet Priority (PPPP) defined in TS 23.285 [8]. 
NOTE: Using the same format for Priority Level and PPPP provides better backward compatibility. 
The Priority Level shall be used to different treatment of V2X service data across different mode of communication, i.e. broadcast, groupcast, and unicast. In case when all QoS requirements cannot be fulfilled for all the PC5 service data, the Priority Level shall be used to select for which PC5 service data the QoS requirements are prioritized such that a PC5 service data with Priority Level value N is prioritized over PC5 service data with higher Priority Level values, i.e. N+1, N+2, etc (lower number meaning higher priority). 


Therefore, at least the Priority Level can be delivered to physical layer and included in SCI. 
[bookmark: _Ref4675800]Proposal 2: At least the priority level of PC5 QoS should be indicated in SCI. 

2.2. QoS handling
According to the conclusions in SA2 TR 23.786, for Key Issue #4 (Support of PC5 QoS framework enhancement for eV2X), depending on RAN WG decisions, it is concluded that Solution #19 in clause 6.19 is used as the baseline for normative work, with the working assumption that VQI can be supported by NR PC5. A new set of VQIs would be defined in normative phase [5]. The key part of how PC5 QoS is handled is abstracted as below.
	[bookmark: _Toc531774998]6.19.2.1.3	QoS handling for eV2X communication
When PC5 unicast is used for the transmission of eV2X messages, the following principles are applied for both network scheduled operation mode and UE autonomous resources selection mode:
-	PC5 QoS parameters defined in clause 6.19.1.2 applies to the eV2X communication over PC5.
-	The eV2X message is sent on the PC5 QoS flow established using the procedure described in clause 6.19.2.1.2.
-	The mapping of application layer eV2X message to PC5 QoS parameters is based on the PC5 QoS rule.
When the network scheduled operation mode is used, following additional principles apply:
-	UE provides PC5 QoS parameter information to the gNB for resources request.
-	When the gNB receives a request for PC5 resource from a UE, the gNB can authorize the requested PC5 QoS parameter based on the PC5 QoS parameters received from AMF.
-	gNB can use the PC5 QoS parameter information for PC5 QoS handling.
When the autonomous resources selection mode is used, following additional principle applies:
-	The UE can use the PC5 QoS parameter for PC5 QoS handling based on the provisioned information described in clause 6.19.2.1.1.


From the above-highlighted text, it can be observed that the node performing the PC5 QoS handling is determined by the resource allocation mode used for the traffic. To be more specific, in mode-1 gNB is responsible for guaranteeing the required PC5 QoS requirement, while in mode-2, UE is responsible for guaranteeing the required PC5 QoS requirement.
[bookmark: _Ref4665060]Observation 1: In mode-1, gNB is responsible for guaranteeing the required PC5 QoS, while in mode-2 UE is responsible for guaranteeing the required PC5 QoS.

From the performance perspective, it is assumed that mode-1 resource allocation where gNB acting as a scheduling node can ensure better scheduling performance than that of mode-2 resource allocation. The main reason is that in mode-2 UE can only discover surrounding UEs in the proximity and gather some local information. However, in mode-1, gNB can collect information from a large amount of UEs and this information can be further utilized to achieve a globally optimal solution for the scheduling algorithm. A comparison simulation is conducted and demonstrated in Figure 1.
[image: ]
[bookmark: _Ref1122054]Figure 1 Average PRR (packet reception ratio) performance of groupcast in Freeway scenario
Moreover, mode-2 sensing and resource allocation operations have their performance constraints due to hidden UE, collision/interference and half-duplex issues. In order to achieve comparable spectrum efficiency as mode-1 operation, some tradeoff should be made, e.g., by consuming more system resource such as bandwidth resource. However, bandwidth resource is precious. It is usually much cost-effective to use mode-1 when the very stringent PC5 QoS is required for NR V2X. If the mode-2 operation is not enforced to guarantee the same level of PC5 QoS requirement as using mode-1, the mode-2 design can be much simplified.
Therefore, it seems that relying mode-1 operation to achieve stringent QoS requirements is a reasonable assumption. That is also the rationale why most companies consider multiple QoS requirements for dual configuration of different sidelink modes, for the use case that a UE is configured to perform both mode-1 and mode-2 sidelink operations [6]. In other words, different modes can be used to guarantee different PC5 QoS requirements, and the dual configuration of different sidelink modes is especially beneficial when new service data with very stringent PC5 QoS requirement arrives.
[bookmark: _Ref4610372]Observation 2: Different resource allocation modes can be used to guarantee different PC5 QoS requirements, while mode-1 can guarantee more stringent PC5 QoS requirements than mode-2 operation.

Given the above observations, the condition and mechanism to determine a specific resource allocation mode, for the sake of fulfilling the QoS requirement should be studied. The relationship between resource allocation mode and PC5 QoS range may depend on deployment scenarios, applicable regulations, etc. It is beneficial that the UE AS layer maintains a mapping between resource allocation mode and PC5 QoS range based on UE configuration. In such way, when new service or traffic is arriving, the AS layer can be involved to choose a suitable resource allocation mode for each transmission based on the PC5 QoS requirement. 
[bookmark: _Ref4610362]Proposal 3: UE can be configured with a mapping between resource allocation mode and PC5 QoS range.
	
The Uu and/or PC5 load status can vary a lot considering the dynamic wireless environment and UE mobility. Under this premise, it is possible that UE working on a single mode cannot guarantee the required PC5 QoS. For example, when a UE is using mode-1 while the Uu interface is overloaded, the gNB may have trouble to send the SL grant properly to the UE. However, it is reasonable to assume that the gNB has enough information about the Uu load status; therefore, the decision of configuring UE to activate mode-2 can be left to network implementation.
[bookmark: _Ref4665063]Observation 3: For a UE using mode-1 operation, whether the UE is configured to activate mode-2 can be left to network implementation.

On the other hand, when a UE is using mode-2, and the PC5 interface is congested, the UE may not be able to select enough resource to guarantee the required PC5 QoS. Nevertheless, it is still promising that UE can use mode-1 instead to meet the required PC5 QoS. Hence, mode trigger condition can be introduced in this scenario. Specifically, when the mode-2 UE is in RRC Idle or Inactive, the UE can trigger RRC establishment or resume procedure to enter RRC Connected and request gNB to activate mode-1. When the mode-2 UE is in RRC Connected in the first place, UE can directly request gNB to activate mode-1. After receiving a request from the UE, the gNB further decides whether to accept or reject this request and response to the UE.
[bookmark: _Ref4665070]Proposal 4: When RRC Idle/Inactive UE using mode-2 cannot guarantee the required PC5 QoS, UE can trigger RRC establishment/resume procedure to enter Connected and request gNB to activate mode-1.
[bookmark: _Ref4665071]Proposal 5: When RRC Connected UE using mode-2 cannot guarantee the required PC5 QoS, UE can request gNB to activate mode-1.

3. Conclusion
In the contribution, we provide our view on the support of QoS management, as well as the congestion control in NR sidelink, and observe that,
Observation 1: In mode-1, gNB is responsible for guaranteeing the required PC5 QoS, while in mode-2 UE is responsible for guaranteeing the required PC5 QoS.
Observation 2: Different resource allocation modes can be used to guarantee different PC5 QoS requirements, while mode-1 can guarantee more stringent PC5 QoS requirements than mode-2 operation.
Observation 3: For a UE using mode-1 operation, whether the UE is configured to activate mode-2 can be left to network implementation.

Based on these observations, we propose that,
Proposal 1: The LTE CBR based sidelink congestion control mechanism is the starting point for defining NR sidelink congestion control.
Proposal 2: At least the priority level of PC5 QoS should be indicated in SCI.
Proposal 3: UE can be configured with a mapping between resource allocation mode and PC5 QoS range.
Proposal 4: When RRC Idle/Inactive UE using mode-2 cannot guarantee the required PC5 QoS, UE can trigger RRC establishment/resume procedure to enter Connected and request gNB to activate mode-1.
Proposal 5: When RRC Connected UE using mode-2 cannot guarantee the required PC5 QoS, UE can request gNB to activate mode-1.
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