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Introduction
V2X communication covers a diversified set of services from multimedia to safety related applications. To enable these services to function at an expected level, QoS handling has been defined for V2X communications in TS 23.285 [1] mainly focusing on latency, reliability and priority. 
At RAN#80, a new SI for NR V2X was approved [2]. Objective 5 of the NR V2X SI is related to QoS management:

5. QoS management [RAN1, RAN2]:
· Study technical solutions for QoS management of the radio interface (including both Uu and sidelink) used for V2X operations based on input from SA2



In RAN1 AH1901, the following agreements were made [3]:
· Introduce at least one congestion metric for NR sidelink
· FFS details – to be done in WI phase (if included)
· Congestion control is supported at least for sidelink mode 2
Note: details of congestion control can be covered in the work item phase, not in this SI.
Discussion of QoS Management
QoS in Resource Allocation
For ProSe radio resource allocation, since Rel 13 [4] it is specified that up to 8 transmission resource pools are configured and each resource pool is associated with one or more of the different priorities from the PPPP list. This configuration of resource pools based on PPPP applies to UEs in and out of coverage. For LTE V2X, resource pool segregation based on priorities was not considered as non-prioritized resource pool access was seen as more suitable for LTE vehicular environment. However, the packet scheduling for LTE V2X broadcast communication is still based on the PPPP regarding priority and latency considering logical channel prioritization and the PPPR considering reliability by triggering packet duplication.
For the NR V2X advanced use-cases, it may be more beneficial to consider such a prioritized access based on the identified QoS parameters, e.g., priority, reliability, latency, or minimum communication range for resource pools configuration. These QoS parameters have to be associated to the available resource pools. Figure 1 depicts a simplified resource pool scheme presenting resource pool 1 for high QoS transmissions and resource pool 2 for low QoS transmissions configured across time and frequency. A UE with high QoS transmissions may also be allowed to allocate resources on both resource pool 1 and resource pool 2, whereas a UE with low QoS transmission may be restricted to resource pool 2 only.
Observation 1: For advanced NR V2X use-cases it may be beneficial to configure resource pools based on QoS parameters.
Proposal 1: Study resource pool prioritization based on different QoS parameters.
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Figure 1: Resource pool segregation based on 5QI values. 
 QoS-based Congestion Control
Congestion control is needed to ensure efficient resource allocation even during high traffic load situations to avoid possible outages for e.g., safety critical messages that demand stringent latency and reliability. In V2X, congestion control may have implications on the physical layer design and can be controlled either by the network in resource allocation mode 1, or autonomously by the UE in resource allocation mode 2. In case of mode 1, QoS information may be utilized dynamically to reduce congestion at least for high QoS transmissions. However, in mode 2 handling congestion is challenging due to the distributed decision making. Hence, suitable physical layer parameters have to be studied in addition to the available QoS information to enhance the existing decentralized congestion control (DCC) of LTE-V2X. A QoS based DCC may be beneficial to increase the reliability and reduce the latency for packet transmission with high 5QI. Different approaches may apply:
· QoS information is used to prioritize and select different resource pools with different congestion metrics, e.g., channel busy reports (CBR)
· Once transmission starts, the congestion resolution mechanism monitors the congestion thresholds to perform adaptive transmission controlling, e.g., transmission rate, power, communication range, and possibly preemption. 
In RAN1 AH1901, it was agreed that at least one metric is introduced for NR-V2X. Hence, we propose to consider at least CBR reports to be used for congestion resolution mechanism. Further details need to be identified in the WI phase, e.g., how the network configures and schedules the measurement reports or how this can be pre-configured in advance.
Observation 2: Decentralized congestion control may benefit from QoS parameters in addition to other channel measurements, e.g. CBR.
Congestion Control Mechanism 
For the WI, it may be beneficial to introduce different adaptive congestion control mechanisms. One proposal is to study if the UE can perform, e.g., CBR measurements on each of the available resource pools. The UE may sort and categorize its own transmissions based on its respective QoS requirements. Hence, the possibility of accessing may be dependent on the identified CBR values. For example, if a UE may need to transmit a packet for a given communication range and priority. Based on the measured CBR/CR, the UE might:

· Transmit one packet and delay the lower priority or the higher communication range packet
· Transmit packets with a different transmit power based on the QoS and/or measured CBR.

Additionally, the details about the CBR evaluation periodicity and both, the packet access probability and duration should be further considered during the WI phase.
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Figure 2: QoS-based congestion control and carrier selection.
Proposal 2: In NR-V2X WI, possible mechanisms to select resources for sidelink transmission based on at least CBR measurements in addition to QoS parameters to reduce congestion should be identified.

QoS based Feedback
The addition of advanced V2X use cases poses a new challenge to the network in terms of not only being able to provide the required QoS to certain application services, but also to adapt to changing network conditions. The new use cases define certain critical applications that enable high levels of automation, especially applications that transmit messages of high priority and demand high reliability. In the event where resources are operating at high congestion, the gNB (in case of Mode 1) or the UE (in case of Mode 2) will not be able to meet the expected QoS requirements for a given application.
The concern is that these applications will not be able to function as expected in such a scenario, affecting the performance of the required service. Hence, we propose that RAN1 studies a mechanism where the gNB sends an update to the UE or to the core network upon request or subscription about the deteriorated, or conversely, improved, network conditions and subsequently the application service in the UE or server or both are made aware that the requested QoS requirements cannot be met or can be increased. This allows the application service to adjust its functioning or level of automation accordingly [5].
Proposal 3: RAN1 should study QoS assessment criteria and feedback mechanisms between the gNB and the UE to assist the application service to adjust itself accordingly.
Conclusions
In this contribution the following observations and proposals have been made:
Observation 1: For advanced NR V2X use-cases it may be beneficial to configure resource pools based on QoS parameters.
Observation 2: Decentralized congestion control may benefit from QoS parameters in addition to other channel measurements, e.g. CBR.
Proposal 1: Study resource pool prioritization based on different QoS parameters.
Proposal 2: In NR-V2X WI, possible mechanisms to select resources for sidelink transmission based on at least CBR measurements in addition to QoS parameters to reduce congestion should be identified.
Proposal 3: RAN1 should study QoS assessment criteria and feedback mechanisms between the gNB and the UE to assist the application service to adjust itself accordingly.
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