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Introduction
In RAN1 #95 meeting, following agreements were achieved [1].
Agreements:
· Table 8 (and its subtables & notes) and Table 9 in R1-1811938 are agreed
· To be captured in 38.812
In this contribution, the receivers for NoMA schemes are discussed. Multiple options listed for table 8 are briefly discussed.
This contribution is an update of R1-1810850.
Discussion on receiver type for NoMA schemes 
For NoMA schemes, receivers have large impacts on overall detection performance. The multi-user interference caused by the super-positioned transmission is required to be canceled by advanced receiver. Here several types of receivers are discussed. Generally two types of advanced receivers can be applied, namely parallel interference cancelation (PIC) and serial interference cancelation (SIC).
 Parallel interference cancelation (PIC) detectors
As for PIC, iterative detection and decoding scheme is usually used and its basic structure is demonstrated in Fig. 1.


Fig. 1. Basic structure of iterative detection and decoding (PIC)
In Fig. 1, the multi-user detector and decoders exchanges information on decoded bits to improve the detection performance. The complexity is mainly casued by the multi-user detector. Here two types of detectors are introduced.
 Maximum a posterior Probability (MAP) detector
This type of detectors tries to maximize the a posterior probability of received symbols, which leads to near-optimal performance. By assuming low correlation between adjacent REs and Gaussian noise, the MAP receiving algorithm can be simplified to chip-by-chip receiver. NoMA schemes with bit/symbol-level interleaver or scrambler can reduce the correlation between REs and can facilitate the chip-by-chip MAP receivers. Although MAP receiver has theoretically best performance, the complexity is also considerable. This is caused by the fact that the MAP receiver will calculate the distance between received signal and all the possible combinations of transmitted symbols from all UEs. For example, if QPSK is used for a 6-UE case, the number of all potential combinations of transmitted symbols is . As can be observed, the complexity of MAP algorithm is proportional to , where Q denotes modulation order and K denotes number of UEs. 
For NoMA schemes with sparse mappings, since the number of UEs super-positioned on the same REs will be reduced, the complexity of applying MAP receiver can be reduced with nearly the same detection performance. For example, if sparse mapping with density 0.5 is used for 6-UE case with QPSK, the number of possible combinations of transmitted symbols is , which is reduced significantly. This means that for sparse mapping based NoMA schemes, MAP-based detector can be applied to enhance the detection performance with some level of increased complexity.
Observation 1: the sparsity can provide significantly complexity reduction to Chip-by-Chip MAP receivers.
Another similar detection algorithm is message-passing algorithm (MPA), which is used for codebook-based NoMA schemes, e.g. SCMA and PDMA. MPA is also a near-optimal receiver. However, since calculation of distance between received signal and all possible combinations of codewords from all UEs, the detection complexity is still proportional to the exponential of number of UEs.
[bookmark: OLE_LINK4] Elementary Symbol Estimator (ESE)
One possible way to reduce the detection complexity is ESE. Unlike chip-by-chip MAP which detects symbols from all UEs at the same times, to decode symbols for one UE, ESE treats signals from other UEs as noise by using central limit theorem. With the aid of Gaussian noise assumption, the ESE detection for one UE is simplified. With the iterative detection and decoding, channel decoding can help improve the detection reliability and the overall performance can be improved. 
From descriptions above, we can observe that ESE detector can be regarded as single-user detector with Gaussian assumption. Only the estimation and calculation of mean and variance of interferences will cause additional operations. As a result, the detection complexity is much lower compared with chip-by-chip MAP detector. The complexity of ESE is proportional to the number of UEs and the modulation order. 
It has been widely understood that the performance of ESE detector can approach that of MAP receiver at low coding rate region, that is to say, ESE is very suitable for low coding rate based NOMA schemes. 
For enhanced ESE (e-ESE), the performance can be further enhanced by combining the received signal from multiple received antennas. It is beneficial especially for the multi-antenna receivers. The detailed information for e-ESE can be found in Appendix. 
Observation 2: ESE detector with low complexity can approach the performance of MPA detector at low coding rate region, and could be the good candidate detector for low coding rate based NOMA schemes.
LMMSE detector
Although ESE detector with soft interference cancelation can reduce the detection complexity significantly, in some cases, it suffers from performance degradation, especially for the case with high channel coding rate. One potential reason is that ESE performs per-UE detection and treats interference from other UEs as noise. This limits the performance of ESE. One way to improve the performance is to jointly detect signals from multiple UEs to produce means and variances for different UEs, by using LMMSE method. After the detection, the extrinsic LLR can be calculated with the aid of Gaussian approximations. In this way, the performance can be improved. However, since the weight calculation requires matrix inversion, the complexity is higher compared to ESE detector.
For LMMSE detector, the main complexity comes from the matrix inversion. For IGMA, chip-wise LMMSE detector can be used. Under this case, the complexity order of LMMSE detector is , where  denotes the number of received antenna. For some spreading-based NoMA schemes, block-wise LMMSE detector can be applied for the improvement of performance. For block-wise LMMSE, the complexity should be on the order of , where  denotes the spreading length. The complexity of block-wise LMMSE is much higher than chip-wise detector, due to the impact of spreading length.
For above PIC-based detectors, hybrid-IC which combines PIC and SIC can be applied to reduce the detection complexity.
The detailed descriptions for ESE, LMMSE and chip-by-chip MAP detector can be found in Appendix.
[bookmark: OLE_LINK7][bookmark: OLE_LINK8] Serial interference cancelation (SIC) detectors
Besides PIC detectors, NOMA can use SIC receiver as well, whose basic structure is depicted in Fig. 2.


Fig. 2. Basic receiver structure of SIC.
MMSE-SIC is a conventional low complexity detection method which may achieve near-optimal performance in some suitable cases. Unlike above detection schemes, MMSE-SIC perform serial interference cancelation, which means that the detection is performed UE by UE. The MMSE detection is used for every single UE’s detection, which follows channel decoding. If the decoded data passes CRC, the corresponding signals are re-constructed and subtracted from the received signal, which will increase the SINR of signals from other UEs. 
If the decoded data and the re-constructed signal are accurate enough, the residual interference is small and the SINRs of other UEs can be enhanced. Under this assumption, the performance of MMSE-SIC can approach that of MAP detectors. However, the well-known error propagation would be the major concern of this receiver type, due to the inaccuracy of reconstructed interference signals in practice. the accuracy of channel estimation may significantly affect the detection, since both initial detection and signal re-construction rely on the estimated channel. As a result, under real channel estimation, the loss of SIC detector may be relatively larger. Meanwhile, for large number of UEs, the cancellation among various UEs would suffer a lot from error propagation.
Hence, for SIC type detectors, the detection order is very important to the performance. Power differentiation among different UEs or channel ordering can benefit the detection performance in terms of both reliability (BLER) and complexity. 
Similar with previous LMMSE detector, chip-wise MMSE and block-wise MMSE detectors have different complexity order. Specifically, assume the number of received antenna is  and spreading length is . Then the complexity orders of chip-wise and block-wise MMSE detectors are  and , respectively. It can be concluded that block-wise MMSE detector have much higher complexity compared to chip-wise MMSE detector.
Observation 3: MMSE-SIC is also a low complexity detector capable for NOMA multi-user detection, but error propagation may limit the performance in practice, especially for large number of multiplexed user.
Observation 4: Block-wise detectors have higher complexity compared to chip-wise detectors.
Proposal 1: Both complexity and BLER performance should be considered when study the receivers for NoMA.
Complexity analysis
For MMSE hard-IC receiver, there are still some controversial parts for some modules and these controversial parts are listed below. In this section, these options are discussed.
For MMSE hard-IC receiver, different opinions exist for the following entries:
· Covariance matrix calculation
Option 1:
Option2:

· Demodulation weight calculation
Option 1:

Option2:


Option 3: 


· UE ordering
Option 1:
	
Option 2: 


Option 3: Other(s)

For complexity analysis, not all the listed options are accurate enough so that some necessary analysis is needed to select the most proper option. The discussions are given in below subsections.
Covariance matrix calculation
For covariance matrix calculation, following matrix calculation should be applied to all demodulated symbols.

where  denotes combined channel matrix from all UEs. To calculate multiplication between  and ,  complex multiplications are required. Then taking the demodulated symbol number into account, option 1 is more reasonable compared with option 2.

Demodulation weight calculation
For calculation of demodulation weight, matrix inversion and matrix multiplication are required as follows.

To reduce the complexity of matrix inversion, Sherman-Morrison formula can be applied and divided the matrix inversion into two parts. The part requires the matrix inversion with dimension . The second part includes matrix multiplications with dimension  and this part needs to be updated for each interference cancelation round. As a result, option 2 only describes the complexity of matrix inversion. 
However, matrix multiplication between  and  is still required for each interference cancelation round and for each remaining UE. As a result, only option 3 considers all the operations for demodulation weight calculation and is more accurate compared to the other two options.

UE ordering
As for UE ordering, two parts are involved, including SINR calculation and sorting. For option 1, only the complexity of SINR calculation is considered, while for option 2, both SINR calculation and sorting are considered. As a result, option 2 is more accurate compared with option 1.
[bookmark: _GoBack]Proposal 2: option 1 for covariance matrix calculation, option 3 for demodulation weight calculation, option 2 for UE ordering should be adopted for complexity analysis of MMSE hardIC receiver.

Typical value for 
For MMSE-type detectors, the parameter  represents the number of REs that share the same weighting factors for block-wise detectors. This parameter also indicates the number of REs that are assumed to have the similar channel conditions. By changing this parameter to a large value, the complexity of block-wise MMSE can be much lower. 
However, the channel environment will introduce limits on this parameter. For example, for channels with highly frequency selectivity, using the same weighting factors on frequency domain will lead to larger performance degradation. Meanwhile, for channel environments with high UE movement, assuming adjacent symbols have similar channels is not appropriate. 
Even though in the evaluation agenda, only TDL-A (30ns) and TDL-C (300ns) are considered. The practical implementation should consider more realistic situation so that this parameter cannot be setting too large in order to give a more accurate evaluation on the schemes. For the purpose of complexity analysis,  should be equals to  for a more fair comparison.
Proposal 3: For the purpose of complexity analysis,  should be equals to  for a more fair comparison.
Conclusion
In this contribution, we discussed receiver types for NoMA schemes, and following observations and proposal are presented:
Observation 1: the sparsity can provide significantly complexity reduction to Chip-by-Chip MAP receivers.
Observation 2: ESE detector with low complexity can approach the performance of MPA detector at low coding rate region, and could be the good candidate detector for low coding rate based NOMA schemes.
Observation 3: MMSE-SIC is also a low complexity detector capable for NOMA multi-user detection, but error propagation may limit the performance in practice, especially for large number of multiplexed user.
Observation 4: Block-wise detectors have higher complexity compared to chip-wise detectors.
Proposal 1: Both complexity and BLER performance should be considered when study the receivers for NoMA.
Proposal 2: option 1 for covariance matrix calculation, option 3 for demodulation weight calculation, option 2 for UE ordering should be adopted for complexity analysis of MMSE hardIC receiver.
Proposal 3: For the purpose of complexity analysis,  should be equals to  for a more fair comparison.
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Appendix
A.1 Detailed description for ESE and chip-by-chip MAP detector
A.1.1 ESE detector
Assume on the n-th RE, the received signal is the combination of all users’ signals plus the noise:
       	
in which  is the bit (chip) index and  is the kth user’s equivalent frequency domain channel coefficient, which considers the OFDM demodulation procedure. When processing kth UE’s data, i.e.,, the receiver will treat others’ signals as interference. Thus, the overall interference plus noise is denoted by:
 	                                 (2)
where

where  denotes the set contains all the UEs superposed on the n-th chip according to the grid-mapping pattern.
Based on the central limit theorem (CLT), is approximated as a Gaussian variable, in which the obtained mean and varianceare given as: 
,                             (4)
             ,                         (5)
Furthermore, based on (4) and (5), the conditional Gaussian probability density function of is derived based on 
.               (6)
Based on (6), the extrinsic LLR for UE k can be calculated.

For the case with multiple received antennas, to improve the performance, one way is directly combine extrinsic LLR based on (6). As an alternative, the enhanced ESE (e-ESE) combines the received signals and then processes the combined signal based on previous procedures.
For receiver with  antennas, the received signals can be written by following vector form.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]       	
where , and  is the channel coefficient between the k-th UE and the r-th received antenna. For the k-th UE, the combined received signal is 
       	
where  is the weighting vector for the k-th UE. Potential ways for calculating  are:
1. , which is corresponding to MRC.
2. , which is corresponding to MMSE.
After the combining, the combined signal  and the equivalent channel coefficient  is used for subsequent ESE processing. 

A.1.2 LMMSE detector
Re-write (7) as matrix formation:
       	
where  denotes the combined channel matrix and  denotes the combined transmitted signal vector from K UEs.
Based on LMMSE principle, the mean and variance of K UEs are calculated as follows.
       	
              	
where  is the priori mean vector and  is a diagonal matrix representing priori variance matrix. 
For the k-th UE, according to Gaussian Approximation, the extrinsic mean and variance are computed as follows.
              	
                  	
After obtaining the extrinsic mean and variance, extrinsic LLR can be calculated by assuming Gaussian distribution.
As for IGMA, the sparsity can be utilized to reduce the detection complexity.

A.1.3 Chip-by-chip MAP detector
The probability density function of  conditioned on the  is calculated as

                             (14)
where the summation condition  denotes all the possible combinations of  with , taking the grid-mapping pattern into considerations. 
For IGMA, the LLR for the k-th UE is calculated as
                                  (15)
By using max-log-MAP approximation, the computational complexity of (15) can be further reduced.
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