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1 Introduction
This document provides a summary for remaining details of evaluation methodology for IAB and observations from initial simulation results based on contributions in the Appendix.
2 Heterogeneous scenario micro TRP dropping assumptions
R1-1808512 (LG)

For the heterogeneous scenario with ISD 200m, dropping micro TRPs are impossible using the same assumptions as in the ISD 500m case. One alternative is to reuse the minimum distance agreed in dense urban scenario in NR MIMO phase 2 simulations. The parameters are shown in ‘ISD 200m’ column in table 1. In table 1, the red color number represents the different value from that of ISD 500m.

Table 1. Minimum distance when micro TRPs are dropped for heterogeneous scenario

	Distance
	ISD 500m
	ISD 200m

	Minimum distance between Micro TRPs
	40m
	40m

	Radius of UE dropping within a cluster
	70m
	50m

	Minimum distance between Macro TRP and UE
	35m
	10m

	Minimum distance between Micro TRP and UE
	10m
	10m

	Minimum distance between Micro TRP and Macro TRP
	X
	20m

	Minimum distance between cluster center and Macro TRP
	105m
	20m

	Radius for micro TRP dropping in a cluster
	50m
	55m

	Minimum distance between small cell cluster centers
	140m
	40m


Offline Proposal: Update the Heterogeneous scenario with the following additional network dropping assumptions:
	Distance
	ISD 500m
	ISD 200m

	Minimum distance between Micro TRPs
	40m
	40m

	Minimum distance between Macro TRP and UE
	35m
	10m

	Minimum distance between Micro TRP and UE
	10m
	10m

	Minimum distance between Micro TRPs and Macro TRP
	40 m
	20m


3 Topology formation and IAB node association 
Several companies have proposed to define network topology formation procedures as part of simulation assumptions in order to facilitate cross comparison among simulation results. As captured in 38.874:
	Topology formation
	In addition to RSRP, other factors to avoid the backhaul link congestion can also be included for parent node selection. The detailed algorithm is up to companies’ choice and should be reported by companies.


R1-1808692:
One approach is to start from all parent nodes and associate the RNs one by one. For example, assuming that L DNs and M RNs are deployed in the network, the topology generation procedure based on immediate RSRP value can be as follows:

Use the following steps in generating IAB network.

· Step 0: Deploy a serving node set A with L DNs and an unassociated node set B with M RNs in the network area. 
· Step 1: Calculate the metric values Q of size |A|×|B|×N between the node in A and the node in B for N channel realizations:
[image: image1.png]



· Step 2: Sort Q(l, m, n) and pick (l*, m*, n*) = argmax{Q(l, m, n)}. 
· Step 3: Associate nodes l* and m*. The associated and non-associated channels between the node m* and the nodes in the set A are determined using n*-th channel realization.
· Step 4: Add node m* into set A and remove node m* from set B.
· Step 5: Repeat Steps 1-4 until all RNs are associated (i.e., until the set B is empty).
|∙| and RSRP(l, m, n) denote the cardinality of a set and the (l, m, n)-th element of the RSRP matrix, respectively. On cell association at Step 2, besides RSRP of the immediate backhaul link, the backhaul load (e.g., reflected by the number of IAB nodes served by the backhaul), and number of hops throughout the multiple hops in a path could be considered.  

[image: image2.png]CDF

09

0.7

0.6

0.4

Empirical CDF of harmonic mean of backhaul RSRP values

1RN
3RN

6RN (]

9RN

RSRP(dBm)




[image: image3.png]Prob.

PMF of the number of backhaul hops

[ 1 RN
[ 3 RN
6 RN

[ RN

.

4
# of backhaul hops





       Figure 1. CDF of backhaul RSRP values          Figure 2. PMF of the number of backhaul hops
R1:1808773:

The following procedure is performed for panel orientation and the node association when dropping micro BSs:

Step 1: Randomly drop all micro BSs in the network, without determining panel orientation

Step 2: Determine large-scale path losses between BSs 
Step 3: Determine the strongest micro BS to the macro BS based on omni-directional Rx antenna, set panel orientation of this first micro BS to be facing the macro BS 

Step 4: Determine the second strongest micro BS based on omni-directional Rx antenna. Compare the pathlosses of the second micro BS to the macro BS and to the first micro BS. Associate the second micro BS with the node with lowest pathloss (or lowest sum of pathlosses for multi-hop) and set the panel orientation of the second micro BS to be facing the resulting parent node

Step 5: Repeat the above for the next strongest micro BS based on omni-direction Rx antenna until all micro BSs have been completed.

Step 6: The large scale path loss between BSs that are not associated to each other is set without the “planning” benefit 

For example, referring to Figure 2‑2, suppose node B, C, D are nodes with decreasing RSRP assuming omni-directional Rx antenna. Based on the aforementioned procedure, one of node B’s sector would be facing the macro BS. If node C selects macro BS over node B as its parent node, node C’s panel would also be facing the macro BS. If node D selects node B over the macro BS and node C as parent node, node D’s panel would be facing node B.
[image: image4.png]T Micro TRP
R:radius of UE dropping within a cluster
Dimero-Tres distance between the micro TRPs





Figure 2‑2: Panel orientation for micro BSs 
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(a)                                                                                                    (b)
Figure 2‑3 (Dense urban, ISD = 200m): Histograms of the number of hops for IAB nodes (a) and the number of nodes connected to the IAB nodes (b)

R1-1809232
Regarding the heterogeneous layout the topology formation procedure with panel orientation of IAB nodes added in the process can be as follows:

1) Assume [image: image8.png]


 IAB donors (macro nodes) are located at the fixed positions of the hexagonal grid, as in Figure 1. The IAB donor is equipped with 3 panels, each of which points to a cell center. [image: image10.png]


 IAB nodes, initially assumed to have isotropic antenna, are dropped randomly around each IAB donor (i.e., [image: image12.png]KNy



). The minimal distance between nodes follows TR36.897 for ISD = 500 and proportionally scaled for ISD = 200 [1].

2) The potential-parent-node set A is initialized containing all IAB donors, whereas the unserved-IAB-node set B is initialized containing all IAB nodes.

3) According to the predefined metric, calculate/update the potential performance/quality served by the candidate links between all nodes in set A and all nodes in set B. 

· The calculation should include the directional antenna gain from each panel of the potential parent nodes towards the IAB nodes in set B. 

· The calculation should reflect the end-to-end performance from the IAB donor to the IAB node to be added, impacted by all the on-path IAB nodes in case of multi-hop topology. A detailed example will be given in Section 2.1.

4) The IAB node corresponding to the maximal value of the potential performance calculation in 3) is determined to be associated with the corresponding parent node from set A. This IAB node is also moved from set B to set A. 

5) Add 3 panels to the newly added IAB node in 4) with one of the panels pointing towards the parent node. 

6) Go to 3) if set B is not empty.  

Observation 1
When the IAB node is assumed to have 3 panels, the current two options of adding panel orientation do not serve properly to multi-hop topology formation. Option 1 which adds panel orientation after topology formation may change the link strength towards the potential child nodes and therefore make the current topology no longer optimal. Option 2 which uses random orientation degrades the advantage of using directional antenna panels.
To illustrate the difference between end-to-end-quality and link-quality metrics, one example is shown in Figure 2. The IAB-N1 and IAB-N3 have been added to the network. IAB-N1 is served by IAB-DN1 (donor), and IAB-N3 is served by IAB-N1. The not yet connected node IAB-N2 could be camped on with three links to IAB-DN1, IAB-N1 and IAB-N3, respectively. Since all the traffic to/from IAB-N2 are eventually to/from IAB-DN1, it is more relevant to compare the three possible end-to-end paths from IAB-N2 to IAB-DN1: one is directly connected to IAB-DN1, one is via IAB-N1 to IAB-DN1 and the third is via IAB-N3 and IAB-N1 to IAB-DN1. 
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Figure 2: Example of end-to-end quality and link quality.
Let [image: image15.png]


 denote the RSRP-based measure of the link quality between nodes [image: image17.png]


 and [image: image19.png]


, for example, path-loss, SNR, achievable rate, etc. One way to measure the end-to-end quality is to check the bottleneck of the path, i.e., the minimal value of [image: image21.png]


 over the links along a certain path. In this case, the different results from link-quality and end-to-end-quality metrics become:

	Link quality:
	[image: image22.png]arg max (R, 3, Ry, Raz)





	End-to-end quality: 
	[image: image23.png]arg max {Rp, 5, min {Ryz, Ro, ), min (Rez. Rez. Roy 1))






Regarding the end-to-end quality metric, if [image: image25.png]


 is calculated only based on the per-link RSRP, one risk is that the resulted number of hops could be unreasonably large, for example, when all the connected links are equally good (e.g., there is no obvious bottleneck along a path). The reason is that it only considers for the best performance of the newly added node, but not for this lower-level node’s impact on the higher-level nodes in the IAB chain/tree. It leads to a disadvantage of the large number of hops: the traffic from lower-level node(s) aggregate at the higher-level nodes and consume resources which will otherwise be devote to the users served by those nodes. However, adding a hard cap on the maximal number of hops is a not flexible solution either regarding different network deployments. 

One solution is to also include the aggregate-traffic change at all the higher-level nodes in the topology formation when a new IAB node is to be added as a child node. Let [image: image27.png]


 denote a traffic weight at IAB node [image: image29.png]


. Regarding the example in Figure 2, before IAB-N2 is added, the link measurement can be defined as the rate per traffic unit at a node, i.e., [image: image31.png]Rp, 1 = loga(1+ SNRy, ,)/(2, + 42)
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. When IAB-N2 is about to camp on, one should not only calculate [image: image35.png]Rp, 2 = loga(1 + SNRy, ;)/1,



, [image: image37.png]log,(1 + SNR,,) /4,




, and [image: image39.png]R., = log,(1 +SNR.,)/4,



 respectively for the candidate links, but also update [image: image41.png]Rp, 1 = loga(1+ SNRp, )/, + A5 + 42)



 and [image: image43.png]log, (1 + SNR,,)/(A, + 1,)




 before calculating the end-to-end quality. The update of [image: image45.png]


 and [image: image47.png]


 reflects the impact of the new IAB node to the potential higher-level nodes that are already connected in the network. When setting [image: image49.png]


 for all [image: image51.png]


, the impact from the the number of hops is directly weighted. 

Observation 2
In case of multi-hop topology, using only the per-link pass-loss or RSRP to determine the parent node does not consider the end-to-end performance achieved by the IAB chain from the donor all the way to the outermost IAB nod.
R1-1809443
‘Load’ can be considered in many ways. We use ‘geometric mean rate’ as the optimization criteria to consider load during topology management. That means, instead of selecting the link with the strongest RSRP in each step of topology creation procedure, we select the link that maximizes the geometric mean of UEs that are associated with the set of connected nodes and the candidate unconnected node. 

Table 1: Geometric mean rate maximization optimization algorithms 

	Input:

· Base station (BS) and user equipment (UE) drops

· Fiber drops (anchor base stations)


	Output:

· RSRP and load based spanning tree topology in the network

	Step 0 (Initialization):

· Consider the anchor nodes (the base stations with fiber drops) to be the set of connected nodes

· Consider the remaining nodes to be the set of unconnected nodes

………………..

Step N:

· Find all edges between the set of currently connected nodes and the set of currently unconnected nodes

· For each edge, run the optimization problem of table 2

· Pick the edge that maximizes the geometric mean rate of UEs that are associated with already connected node set and the associated unconnected node

· Bring the associated unconnected node to the set of connected nodes

---- Iterate until all nodes are connected.


Table 2: Geometric mean rate maximization optimization algorithms 

	Input:

· Base station (BS) and user equipment (UE) drops

· Fiber drops (anchor base stations)

· Set of already connected nodes 

· Link capacity

· Candidate link between a connected node and an unconnected node
	Output:

· Achievable geometric mean rate of UEs that are associated with already connected node set and the unconnected node associated with the candidate link

	Optimization objective:

Maximize geometric mean rate of UEs that are associated with connected node set and the unconnected node associated with the candidate link 

Constraints:

· Capacity constraint per link

· Flow conservation per base station

· Half duplex constraint

· Time division multiplexing constraint
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Figure 4: Backhaul hop count CDF of RSRP based spanning tree and RSRP & load based spanning tree 

Observation 1: Consideration of load, while generating topology, reduces the number of backhaul hops in IAB networks.

Observation 2: Additional parameters, e.g. hop count, load, node capability, etc., need to be considered for parent node selection to reduce backhaul link congestion in IAB networks.

Offline proposal:
The following factors can be considered as input to the IAB node parent-node selection, in addition to parent-node RSRP as measured by the IAB node
· Number of hops to between the candidate parent node to the donor node
· “Capacity” measures (downlink and uplink) of links on the path between the candidate parent node to the donor node

· e.g. min RSRP of a route, harmonic mean of RSRP, Shannon capacity of the link, IAB node capability

· Load (downlink and uplink) of the candidate parent node as well as nodes on the paths between the candidate parent node to the donor node

· Examples: Number of IAB nodes and access UEs served by a certain node

Offline Proposal: Add the following to the list of reported metrics for IAB evaluations:
· Distribution of minimum backhaul link RSRP of a given route between an IAB node and IAB donor 
· Distribution of number of child IAB nodes per IAB node and per IAB donor
· Distribution of number of access UEs per IAB donor
· Hop count distribution

Offline Proposal: At least for the purpose of IAB evaluations, when the IAB node has multiple panels, RAN1 assumes access and backhaul traffic can be sent on any panel, subject to the per IAB-node half duplex constraint. 
4 Observations from evaluation results

R1-1808090

Observation 1: Introducing IAB nodes can significantly improve coverage performance for mmWave.
Observation 2: Compared to static TDM, dynamic TDM brings significant system capacity gain due to better resource utilization, and dynamic TDM+SDM further improves the system capacity by utilizing the beams unavailable to backhaul link. More benefits of SDM can be observed if more IAB nodes are deployed.
Observation 3: High order modulation on backhaul link (e.g., 256QAM, 1024QAM) can significantly enhance the system capacity and higher system performance can be obtained with dynamic resource allocation.
Observation 4: The inter-IAB node CLI impact on system performance is noticeable.
Observation 5: In multi-hop topology, congestion easily happens in the intermediate IAB nodes and significantly degrades system performance.

Observation 6: When congestion becomes the bottleneck, CLI mitigation does not bring significant system capacity improvement.

Observation 7: With dynamic resource allocation between the backhaul and access link, congestion at the intermediate IAB nodes can be alleviated.

Observation 8: The impact of CLI among IAB nodes becomes more pronounced when congestion at the IAB nodes is alleviated.
R1-1808579

Observation 1: IAB provides a performance gain for the average UE throughput in all cases studied.   The IAB benefit is greater at lower network loading compared to higher network loading. 

Observation 2: IAB provides a performance gain for the cell edge UE throughput in most cases studied.   Several cases in UMi scenario (7,12) showed a performance loss at cell edge suggesting that there is a need for additional techniques such as interference coordination, MU-MIMO or other techniques improving spectral efficiency at higher average sector loading.
R1-1809073

Observation 1: Multi-hop backhaul links experience significant gains in RSRP compared to access links.

Observation 2: Multi-hop backhaul networks benefit from resource allocation partitioning across backhaul links.

Observation 3: IAB provides coverage and system performance improvements even when nodes are subject to a half-duplex constraint.

R1-1809232

Observation 3
Multi-hop IAB deployment improves the connection between the UE and the serving IAB donor comparing to the single-hop relay.
Offline Discussion: How to capture the above observations and supporting evaluation results (e.g. template, comparison format, etc.)
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