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1 
Introduction
In RAN1#88 meeting, some high-level concept of the Polar code for eMBB control channels were agreed, and it was encouraged to make further progress on the details of the coding schemes.
Conclusion:

· Until RAN1#88bis, work together on a coding scheme that achieves the benefits of both Alts 1&2

· With J’ bits for the purpose of assisting the polar decoding, where  0<=J’<=Jmax , aiming for Jmax , e.g. in the region of 8 (other values are not precluded)

· This does not preclude the use of the J bits for assisting decoding

· Note that any PC-frozen bits would be considered to be among the J’ bits

· The following are examples:

J bits CRC + J’ bits CRC + basic polar;

J bits CRC + J’ bits distributed CRC + basic polar;

J bits CRC + J’ PC bits + basic polar; (i.e. PC-Polar)

J bits CRC + J’ Hash sequence + basic polar;

(J + J’) bits CRC + basic polar

A detailed design concerning CRC distribution was discussed in [1], showing the benefits of distributed CRC in terms of early termination and false alarm reduction. In this paper, further analysis and design details are given, as well as more evaluation results.
2 
Discussion
The agreed J and J’ bits need to support two functions, error detection and optionally error correction. Due to the successive decoding characteristic, the CRC bits when used for error detection and distributed inside the information bits may enable the early termination, as discussed in [1]. This is very useful to save the power and extend the battery life, especially for the downlink blind decoding. The distributed CRC bits may also be used for error correction which can improve the decoding performance as discussed in [2,3]. In this section, further details and considerations of code design and early terminations are discussed.
2.1 
Distributed CRC
Suppose we have the corresponding generator matrix of CRC, G. It consists of two parts, identity part on the left and check part on the right, where gi,j is 0 or 1.  

G=[image: image2.png]
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Let’s focus on the check part of G, denoted as [image: image4.png]


 By row and column swapping, an upper triangle like matrix can be obtained from matrix [image: image6.png]


, denoted by [image: image8.png]


. In [image: image10.png]


, d(i) is maximum row index that has element 1 in column i. It is possible to have similar upper triangle like matrix by only row swapping, but with additional column swapping, the columns in the frontward could have fewer non-zero elements. Since only swapping is used, so the error detection property is not changed theoretically. And hence it does not change the BLER when these bits are only used for error detection.
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(3)
From the above matrix, G, [image: image18.png]


, one can see a specific CRC bit is only related to a subset of the information bits. Thanks to the successive decoding of polar code, if all the related information bits are decoded at some decoding stage, the error check of the CRC bit is possible to proceed. 

A detailed example for 11 information bits with 8 CRC bits is given below. The corresponding generator matrix is give below and the right part marked blue is the CRC bit part, i.e. [image: image20.png]
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(4)
We take out the CRC part of G to obtain [image: image24.png]


. Then, for easier observation each row is multiplied by its row index, so that we can know immediately which information bits a CRC bit is calculated from. And then row and column swapping are performed, the upper triangle like matrix can be obtained, i.e. [image: image26.png]


. The first CRC bit is calculated from information bits with index [11 10 9 5]. Then the CRC bit will be available for CRC checking when these corresponding information bits are decoded as well as the CRC bit itself. 
The CRC bit can be transmitted just after its corresponding information bits. In fact, the transmission order of a specific CRC bit and its corresponding information bits is not restricted. For example, the CRC bit can be transmitted just before, just after or anywhere inside the corresponding information bits. 
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(5)
It is shown in the figure below the number of information bits before the first distributed CRC bit. It is observed that the CRC bits can be placed more forward for 16bit CRC compared to 8bit CRC, i.e. more CRC bits, the higher possible to place forward. 
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Figure 1. The number of info bits before the first distributed CRC bit. The polynomial for 8bit CRC and 16bit CRC are 0x19B and 0x11021
2.2 
Code property and Early termination
As highlighted above, CRC distribution is mainly obtained by identifying the CRC generator matrix and associated information bit positions. A particular CRC bit is only related to a subset of the information bits, and not all of them. When we reorder them according to the proposed distributed approach, we could use the CRC bits for tree pruning. Assuming typical SCL based decoding, at each decoding stage, there are at most L branches kept. So, if all these L branches fail the CRC check of the available CRC bit(s), decoding should be terminated. This kind of early termination is helpful to reduce the decoding power and reduce the decoding calculations and could be a critical requirement for blind decoding associated with DL control. 
When providing the early termination, and using CRC bits to achieve that, we may lose some error detection capability as some CRC bits are already used for pruning. The final FAR depends on how many CRC bits we used when tree pruning, used CRC polynomial, and also on the information block length. However, we can limit the CRC bits used for the tree pruning purposes and use other CRC bits for the error detection. We can also improve the FAR with other techniques that we illustrated in [1]. However, when we distribute CRC bits, it provides the flexibility for the UE to decide the number of bits that they plan to use for early termination and pruning, thus for a given CRC overhead, it is a trade-off between FAR and performance (both BLER and early termination). 
Proposal 1: Control channel code design should consider early termination as a key requirement when evaluating the polar code designs. 
Some proposals on parity check polar considered methods to improve the Hamming distance of the polar code by concatenating parity bits at specific locations at the polar encoder. In particular, parity bits can be allocated to the positions that polar encoding matrix (Kronecker matrix) has lower row-weights to improve the code construction. Even though such allocations are still to be proved as the best possible way to have a good code, we see that improving the code construction is a way to improve the error performance. Such considerations can also be considered distributed CRC polar codes. For example, the distributed CRC bits can also allocate to the positions that overall code construction will improve. In such cases, early termination may not be the same, but assuming the smaller dimensions of these polar codes, we do not expect a significant variation on the benefits of distributed CRC. Also, it is also possible to allocate CRC bits which are not used for early termination to the positions that we think important in the code construction. 
Proposal 2: Control channel code design should have better error performance, and it can be achieved by having special attention on the code construction and allocating CRC bits and information bits to the optimal positions for a given polar code word.  
There are two possible methods to support the early termination from the implementation point of view, 
· single-bit early termination 
· multi-bit early termination. 
For single-bit early termination, the decoding paths are checked by a single distributed CRC bit. When all the paths fail to pass the check, the decoding terminates. For multi-bit early termination, all the available distributed CRC bits, i.e. previously decoded, are used to do the check. Because the decoding continues when at least there is one path survived in the CRC check, but the good paths may be pruned in later decoding, so the previous used CRC bits may still be useful for later early termination. It is observed in the evaluation of the next section, that multi-bit early termination outperforms the single-bit scheme.
The main benefits of distributed CRC can be summarized as: 
· Flexible, the CRC bits can be used as error correction or error detection by conventional CRC detector.
· Performance gain is observed when used as error correction compared to CRC-aided decoding.
· Support of early termination, to save power and reduce decoding delay.
· Possible to reduce the FAR by careful permutation. 
· Any other codes, e.g. parity bits, are not required to provide error correction. 
2.3 
Evaluation results
The early termination by CRC distribution is evaluated in this section. The single-bit and multi-bit early termination schemes are studied and the polynomial for 8bit CRC and 16bit CRC are 0x19B and 0x11021 respectively. It can be seen from the results that the ET occurrences in single-bit early termination are about 5%, while it could be as high as 65% for multi-bit scheme. The performance is quite similar for different code rate. The save decoding is defined as remained number of information bits to be decoded compared to the total number of information bits. The simulation results show that the percentage of the saved decoding is in the range of 20% to 65%. In general single-bit scheme has higher decoding savings. 
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Figure 2. ET occurrences for code rate 1/2 
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Figure 3. ET occurrences for code rate 1/4 
Figure 4 and Figure 5 show the decoding complexity saved by early termination, defined by the number of not decoded information bits divided by the total number of information bits. Hence the overall saving is the percentage of early termination occurrences * saved decoding, which is roughly about 35% for multi-bit early termination scheme.
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Figure 4. Saved decoding for code rate 1/2, when early termination occurs
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Figure 5. Saved decoding for code rate 1/4, when early termination occurs 
3
Conclusion
In this contribution, further analysis and design details of Polar code are given. For the control channel code design, it is critical to reduce the computing in DCI blind decoding to extend the battery life. Hence, the early termination should be supported. And this is achieved by distributing the CRC bits inside the information bits. Furthermore, it is observed multiple benefits can be achieved with distributed CRC. The observations and proposals are summarized below:
Proposal 1: Control channel code design should consider early termination as a key requirement when evaluating the polar code designs. 
Proposal 2: Control channel code design should have better error performance, and it can be achieved by having special attention on the code construction and allocating CRC bits and information bits to the optimal positions for a given polar code word.  
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