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1. [bookmark: _Ref462751722]Introduction
[bookmark: _Ref470449758][bookmark: _Ref462751328]SS block is the basic building block of larger constructions used for various functions such as acquisition, mobility and beam management.  In this contribution we discuss the composition of an SS block, and the grouping of SS blocks in these larger constructions, namely, a burst, a burst-set, and a BCH TTI.  Having described these groups, we address the problem of indicating system timing and propose a low-complexity and resource-efficient solution.
Agreements:
· For set of possible SS block time locations, further evaluation till next meeting by considering at least the following:
· Whether or not a SS block comprises of consecutive symbols and whether or not SS&PBCH in the same or different slots
· Number of symbols per SS block
· Whether or not to map across slot boundary(ies)
· Whether or not to skip symbol(s) within a slot or a slot set
· Contents of an SS block (note: the contents of an SS block may be further discussed during this meeting)
· How SS blocks are arranged within a burst set, & the # of SS blocks per burst/burst set

Agreements:
· The maximum number of SS-blocks, L, within SS burst set may be carrier frequency dependent
· For frequency range category #A (e.g., 0 ~ 6 GHz), the number  (L) is TBD within L ≤ [16]
· For frequency range category #B (e.g., 6 ~ 60GHz), the number is TBD within L ≤ [128]
· FFS: L for additional frequency range category
· The position(s) of actual transmitted SS-blocks can be informed for helping CONNECTED/IDLE mode measurement, for helping CONNECTED mode UE to receive DL data/control in unused SS-blocks and potentially for helping IDLE mode UE to receive DL data/control in unused SS-blocks
· FFS whether this information is available only in CONNECTED mode or in both modes
· FFS how to signal the position(s)



2. SS block composition
As fundamental building block of synchronization signals, it is desirable to have a single synchronization design for NR across different frequency bands. In this section, we discussed the unified SS block composition design for supporting both sub-6GHz and above-6GHz frequency band, via subcarrier scaling. At high level, NR frequency bands may be classified into two categories with the proposed numerology as follows:
· Band category #1: Synchronization signal has synchronization signal bandwidth 4.32MHz and synchronization signal SCS of 30KHz
· Band category #2: Synchronization signal has synchronization signal bandwidth 34.56MHz and synchronization signal SCS of 240KHz
The synchronization signal bandwidth, synchronization signal frequency raster and numerology are summarized in Table 1. Appendix Section 10 provides more discussion on our choice of subcarrier spacing for band category #2 (i.e. 240KHz vs 120KHz).  
[bookmark: _Ref474108210]Table 1: NR synchronization bandwidth, and numerology
	Parameter
	Band Category #1
	Band Category #2

	Minimum carrier bandwidth (MHz)
	5
	100

	Synchronization signal bandwidth (MHz)
	4.32
	34.56

	Sub-carrier spacing (kHz)
	30
	240



The synchronization signal sequences are identical across frequency bands. However, the subcarrier spacing of the synchronization signals is band-dependent as shown in Table 1 Table 2 provides our design consideration for both synchronization signals and PBCH with a synchronization signal block. The design of PBCH are discussed in [2].
[bookmark: _Ref470461782]Table 2: Synchronization signal block design parameters
	Design parameters
	PSS
	SSS
	PBCH

	The number of OFDM symbols
	1
	1
	2

	Sequence length (or the number of used sub-carriers)
	127
	127
	127

	The number of antenna ports
	1
	1
	1



Proposal 1: RAN1 considers designing a synchronization signal block with design parameters provided in Table 2.
In RAN1 #88, time domain multiplexing of NR-SS signals and NR-PBCH was agreed as a working assumption. In what follows we provide our design of the SS block structure.
A synchronization signal block consists of four consecutive OFDM symbols. One OFDM symbol for the primary synchronization signal (PSS) and one OFDM symbol for the secondary synchronization signal (SSS). Furthermore, the synchronization signal block contains two OFDM symbols for the physical broadcast channel (PBCH). We propose the synchronization signals and the physical broadcast channel within a synchronization signal block are time-multiplexed with an order provided in Figure 1. Since SSS is proposed to use as DMRS for PBCH, SSS is placed between two PBCH symbols for a good PBCH performance in high Doppler scenarios. 


[bookmark: _Ref470450992]Figure 1: Unified NR synchronization signal block design
Proposal 2: The synchronization signals and physical broadcast channel are time-multiplexed within an SS block with an order presented in Figure 1.

3. SS burst set composition
Grouping of SS blocks in burst-set and BCH TTI is illustrated in Figure 2. A burst-set may be defined as the set of SS blocks comprising one complete beam-sweep.  Therefore, the duration of a burst-set is the periodicity at which the UE receives SS blocks. Here  denotes number of SS blocks in a burst-set.  These blocks may not be contiguous especially if  is a large value.  In this case a burst-set will be composed of multiple bursts, where a burst is a set of consecutive SS blocks transmission resources available to the gNB. Pattern of a burst-set can be finalized after decision on value of . 
Moreover, let  denote the number of burst-sets contained in BCH TTI.  BCH payload can explicitly indicate system timing up to the resolution of BCH TTI, as in LTE.  Conveying residual timing info can be seen as conveying SS block index within a BCH TTI.  That is, SS block index takes values in .  Let  denote the total number of supported SS blocks in one BCH TTI.  
[image: ]
[bookmark: _Ref474162103]Figure 2: Burst-set and BCH TTI, showing  SS blocks per burst-set and  burst-sets per BCH TTI.

It is also important to clarify whether all gNBs use the same fixed value of , or whether this denotes the maximum available resource for each quantity.  However, in either case, for the purpose of indicating SS block index, the design needs to support conveying  indicies. 
Sync periodicity and parameter values for  are discussed in a companion paper [3]. An example configuration is  for above 6GHz and  for below 6GHz.
4. Timing and SS block index indication
SFN, at least in part, can be conveyed in MIB/PBCH payload – this is similar to LTE.  Then what remains is the SS block index within the BCH TTI.  One can compare this to LTE: there are 8 SS transmissions in BCH TTI of 40ms; these are distinguished in part using SSS (frame boundary) and in part using PBCH RV number.  
Agreements:
· Possible mechanisms to indicate the SS block index includes
· Implicit indication by PBCH
· Explicit indication by PBCH
· Indication by an additional SS, if such an additional SS is introduced
· Indication by NR-SS
· Note that this does not preclude other mechanisms
· By default, the UE may neither assume the gNB transmits the same number of physical beam(s), nor the same physical beam(s) across different SS-blocks within an SS burst set.



As noted in above agreement from RAN1#87a, in NR there are at least following four solutions available for conveying SS block index:
1. SS block index implicitly conveyed in PBCH, e.g., through RV number
2. SS block index explicitly conveyed in PBCH, e.g., in MIB using additional  bits
3. SS block index encoded in a new tertiary-SS, e.g.,
a. encoded using a waveform signature, or
b. encoded using a suitable code for small info size (message based). 
4. SS block index conveyed in SSS
It is also possible to use a combination of these solution, where each solution indicates only a part of SS block index. 
PBCH-based solutions are discussed in Section 4.1 and -based in Section 4.2.  In particular, Section 4.1.1 describes a PBCH-based design that jointly encodes SS block index and MIB while still permitting the UE to combine both the MIB and the SS block index across different SS blocks with low complexity.
4.1 [bookmark: _Ref478054917]Indication in PBCH
It is desirable that the design permit the UE to combine, with low complexity, the PBCH transmitted in different SS blocks. Indeed, multiple beams (even within burst) can excite a cluster and deliver useful signal to the UE. As a corollary, this simultaneously permits the gNB the flexibility in beam shape and beam sweep pattern.
If SS block index is explicitly encoded with MIB, then in order to combine PBCH across two SS blocks with different indices, the UE could exploit linearity of code and combine across two SS blocks by hypothesize on bit-differences between their respective PBCH payloads (arising from different SS block indices.) But this method has relatively higher computation complexity – details of this possible solution are given in Section 4.1.2.  
However, by using a cyclic linear code such as TBCC, it is possible to jointly encode SS block index and MIB, and still permit the UE to combine both the SS block index and the MIB across different SS blocks, in a low complexity way.  More specifically, SS block index can be implicitly conveyed through RV number, where RVs are generated in such a way that the UE does not have to hypothesize on RV number to decode or to combine the received PBCHs, and the RV number hypothesis can be obtained from CRC post-decode.   This solution is described next.
4.1.1 [bookmark: _Ref474190595]SS block index through PBCH RV number
We use circular shifts of the codeword (of a cyclic code) to convey SS block index and use inner CRC code to decode the shift.  Since same codeword is transmitted in each SS block (albeit circ shifted), the UE can combine the transmissions. Details are as follows.
Let  be an information bit vector (column),  the -bit circular shift matrix, and  the (tall) generator for TBCC(3,1,7) mapping from  to .  Then we have,

Left side is the codeword for -bit-circular shifted vector . Right side is the -bit-circular shifted codeword for . 
In other words, if UE decodes a codeword circular shifted (by unknown amount), it obtains the circular shifted information bits. To determine the circ shift, the UE can use the inner CRC code.
Observation 1: Upon decoding a TBCC encoded codeword circular shifted (by unknown amount), the UE obtains the circular shifted information bits. To determine the circ shift, the UE uses the inner CRC code.
As already described, the gNB transmits different RV (redundancy version) for each SS block index, created by circ shifting the codeword.  Next, we describe how these circular shifts are chosen so that the UE can combine across multiple SS blocks without hypothesizing the SS block index.
Let  denote the circ shift used in the -th SS block of a burst-set. One possibility is,  for some fixed  (e.g., ).  Then for any two SS block indices  and , we have that the relative circ shift between the RVs received in  and  is simply, .  That is, the UE can determine the relative circ shift from the time distance , without having to know (or hypothesis) on the SS block indices .
Observation 2: With the proposed circular shifts per SS block, the UE can determine the relative circ shift from the time distance , without having to know (or hypothesis) on the SS block indices .
Therefore the UE can,
1. Determine relative circ shifts of  PBCH RVs received in different SS blocks, without knowing the SS block indices (and thus the RV numbers) at this point,
2. Align, combine, and decode the RVs, and finally,
3. Use CRC in decoded message to determine the circular shift and hence the SS block index.
Proposal 3: At least part of SS Block index is indicated in PBCH through the RV number, and the RVs are created by circular shifts of a cyclic code such as TBCC.  FFS values of circular shifts and other steps of transport channel processing.
For example, for a 40-bit PBCH payload, up to 40 RVs can be created through circ shift.  If more “RVs” are needed, the number can be doubled by employing two different scrambling sequences to existing RVs or different interleaver/permutations; some examples are given in Section 4.1.1.2.
4.1.1.1 CRC mask and systematic CRC errors
Let  and  be the message, the CRC generator, and the corresonding (unmasked) remainder polynomials. That is, , where  is degree of generator polynomial.  It can be seen that, if MSB of message is 0, the (up) circ-shifted message too will pass CRC, i.e., we get . Therefore, a CRC mask is needed. 
It can be seen that applying any non-zero CRC mask – e.g., all ones – removes the above mentioned systematic error. For all-ones CRC mask, we empricially found no instance of systematic CRC error. Specifically, for randomly generated 24-bit vectors with 16-bit (masked) CRC, we tested if CRC passed for any cicr-shift  and found no systematic errors, i.e.


4.1.1.2 [bookmark: _Ref474186263] BCH transport channel processing
Above we discussed feasibility of conveying large number of SS block indices through RVs.  Next we comment on other steps of BCH transport channel processing, e.g. 
· CRC attachment specifics, 
· Interleaving, and 
· circular buffer/rate-matching specifics 
For the proposed solution.  Figure 3 and Figure 4 give two examples for BCH Tr Ch processing.  As mentioned in Section 4.1.1 (eq 1), for cyclic code such as TBCC, encoding circ shifted info bits is identical to circ shifting the codeword.  Therefore, BCH Tr Ch processing can be described in either fashion –Figure 3 shows the processing where codeword is circ shifted to create different RVs, whereas Figure 4 shows the processing where info bits are circ shifted and then encoded.  Another difference between the two examples is that, in Figure 3, all RVs are created through circ shift, whereas in Figure 4 the RVs are created both through circ shift and through interleaving/permutation (like that in LTE.)

[image: ]
[bookmark: _Ref478074306]Figure 3: BCH Tr Ch processing example. The offsets Δ(n) are evenly spaced so that the UE can combine RVs based on the time distance between receptions of different RVs.

[image: ]
[bookmark: _Ref474190826][bookmark: _GoBack]Figure 4: BCH Tr Ch processing example. (RV(n,i),i=0,1,2,3) are the four RVs for SS block index n, corresponding to omitted 2 bits of SFN. The offsets Δ(n) are evenly spaced so that the UE can combine RVs based on the time distance between receptions of different RVs.

4.1.2 [bookmark: _Ref478054399]SS block index conveyed explicitly in MIB
SS block index, possibly in part, can be explicitly included in MIB.  In this case, even over the BCH TTI where the MIB is invariant, the PBCH payload changes across SS blocks.  In this case, if the UE intends to combine across different SS blocks, it can do so by hypothesizing on bit differences between the payloads of any two PBCH receptions, where the bit differences arise from difference SS block indices for the two PBCHs.
Let   denote the set of SS block indices indicated explicitly in PBCH payload, and let (column) vector  denote MIB plus additional  bits containing index .  Then the codeword sent in SS block index  is given by ,  where  is the (tall) generator matrix. Note, in case CRC is attached to  before encoding with an outer code, then  represents the systematic CRC generator matrix followed by the outer code’s generator, i.e., .  Finally, for any two SS block indices  and , let  denote the bit differences between the information payload of PBCHs sent in SS blocks  and ; within a BCH TTI these difference are confined to  bits carrying SS block index.
Now suppose UE detects two SS blocks time  apart (in units of SS blocks) – UE can combine PBCH in these two blocks because,
 
                  
                  
    
That is, the codewords sent in PBCH in SS blocks  and  are related: one codeword can be derived from the other if time separation  is known.  In other words, one codeword can be seem as a scrambled version of the other codeword, where scrambling is given by codeword  corresponding to the bit differences.   
Here we note that the UE already knows  (i.e., how far apart in time it detected these two SS blocks).  Therefore, for all hypotheses  such that , UE can compute  and use  to combine detection metircs from the two SS blocks.  However the number of blind decodes may be less than the number of hypotheses, since multiple hypotheses can results in the same bit difference vector .  For  and assuming all 64 SS blocks occurring contiguously, the number of blind decodes for combing two SS blocks  apart is shown in Figure 5. 
[image: ]
[bookmark: _Ref478078850]Figure 5: Number of blind decodes for combining two SS blocks  apart.

4.2 [bookmark: _Ref478054406]SS block index conveyed separately from MIB
This is a seemingly simple solution: add onto SS block a new tertiary-SS to convey the index. This tertiary-SS could consist of a sequence or a separately encoded message.  Appeal of this solution is, in part, in leaving PBCH payload unaltered over the duration of BCH TTI.  Therefore, as far as PBCH is concerned, this permits the UE to conveniently combine PBCH delivered off of various strong cluster excited by different beams, at least after SS block index has been detected.  
However, to combine correlation/detection metrics of tertiary-SS across SS blocks with different indices, UE will still need to blind decode/hypothesize on possible locations of SS blocks.  As a design principle, it is desirable to have the detection/decoding performance of the tertiary-SS commensurate with the decoding performance of PBCH (where part of the timing, e.g., SFN is conveyed). 
While introducing tertiary-SS simplifies PBCH combining (though only minimally compared to the proposed circ-shifted RV based solution), it may raise other design challenges, e.g., 
1. Constraints on cell planning
2. Resource overhead
3. Verification of detected SS block index

Constraints on cell planning: NR supports  SS block indices per burst-set, possibly  burst-sets per BCH TTI, and ~1000 PCIs.  Since tertiary-SS needs to be cell-specific, therefore a large pool of tertiary-SS sequences will be needed, e.g., 30,000—60,000 total sequences.  To avoid cell planning constraints on neighbouring cells’ PCIs, all  cross-correlations should be low (especially if tertiary-SS relies on combining).
Verification of detected SS block index: For serving cell, like in LTE, PBCH decode can be used as verification of detected timing/SS block index. For neighbour cell however, SSS-based L3 measurement does not provide complete verification/confidence in tertiary-SS conveyed SS block index/beam information. Therefore, UE may still need to decode neighbour’s PBCH, or tertiary-SS may be over-provisioned to convey verification/higher confidence. 
Resource overhead: It is costlier to encode a small payload separately rather than jointly encode it with MIB (as in PBCH-based solutions.)  Ensuring single-shot detection or low-complexity combining, low cross-correlations, and high detection confidence may further increase resource overhead. Tertiary-SS resources need to be justified as the same resources could just as well be devoted to PBCH itself.
Proposal 4: Introducing new dedicated signal to convey SS block index needs to be justified against devoting those resources to PBCH and indicating SS block index in PBCH. 
Finally, Solution-4 – using PSS/SSS to indicate a large number of SS block indices – suffers the same challenges as above, and further complicates cell detection. However it may be possible to retain 1-bit information in SSS, like “frame boundary” in LTE.
Finalizing the number  of SS blocks per burst-set, transmission pattern of a burst-set, and number  of burst-sets in a BCH TTI will be helpful for further comparison of available solutions and complete the design for SS block index indication,
5. 	Conclusion
This contribution clarifies that BCH payload can explicitly indicate system timing up to the resolution of BCH TTI, and the residual timing info comprises SS block index within a BCH TTI.  The contribution also proposes a low-complexity and resource-efficient design to convey SS block index in PBCH RV. Salient proposals and observations are noted below:
Observation 1: Upon decoding a TBCC encoded codeword circular shifted (by unknown amount), the UE obtains the circular shifted information bits. To determine the circ shift, the UE can use the inner CRC code.
Observation 2: With the proposed circular shifts per SS block, the UE can determine the relative circ shift from the time distance , without having to know (or hypothesis) on the SS block indices .

Proposal 1: RAN1 considers designing a synchronization signal block with design parameters provided in Table 2.
Proposal 2: The synchronization signals and physical broadcast channel are time-multiplexed within an SS block with an order presented in Figure 1.
Proposal 3: At least part of SS Block index is indicated in PBCH through the RV number, and the RVs are created by circular shifts of a cyclic code such as TBCC.  FFS values of circular shifts and other steps of transport channel processing.
Proposal 4: Introducing new dedicated signal to convey SS block index needs to be justified against devoting those resources to PBCH and indicating SS block index in PBCH. 
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