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1. Introduction
In RAN-1 #88 meeting, there are some agreements on maximum polar codes size for DCI and UCI as below: 
	
Agreement for DCI:
· Maximum mother code size of Polar code, N=2n, is:
· Nmax,DCI =512 for downlink control information

Working Assumption for UCI:
· Nmax,UCI =1024
· Optimise code design for K up to 200
· Also aim for code design that supports values of K up to 500 with good performance, typically using higher code rates 
· Without prejudice to the final design, companies are encouraged to investigate advanced code rate matching schemes until RAN1#88bis
· Working assumption can be revisited at RAN1#88bis if it does not prove to be possible to generate a good code design with Nmax,UCI =1024




[bookmark: _GoBack]In the last meeting, it was decided that the maximum mother polar code size is limited to reduce complexity and latency. When the number of codeword bits is greater than the agreed maximum mother code size of polar codes, additional bits should be generated from the smaller polar codes. While an efficient extended polar coding scheme was proposed in [1] to achieve an additional coding gain, repetition is the simplest way to make lower-rate codes from small mother polar codes. However, it was observed in [2], [3], and [6] that repetition in the reverse order of puncturing shows poor rate-matching performance, because interleaving is only designed to improve the puncturing scheme not repetition scheme. In this contribution, we investigate an enhanced repetition scheme to improve rate-matching performance and consider an adaptive interleaving scheme, since the interleaver designed only for puncturing is not effective to repetition.


2. Repetition for Polar Codes
As usual in our contributions, we define the following basic notations for polar codes.
[bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: OLE_LINK1]- : the number of information bits
- : the number of CRC bits
- : desired code rate (CRC bits are treated as parity bits)
- : the number of codeword bits ()
- : mother polar code size ()
- : maximum mother polar code size
- : the list size of successive-cancellation list (SCL) decoder 
Fig. 1 shows a general polar coding chain introduced in [2], [3], and many other contributions. An information bit sequence of length  is encoded by outer codes such as CRC codes, eBCH codes, or parity-check codes into an outer encoded bit sequence of length . According to the predetermined rule, each bit is then mapped to subchannels to be polarized by channel combining and splitting. There are three types of polarized sub-channels at the input of the polar encoder: shortened/incapable subchannels, information subchannels, and frozen sub-channels. First, some subchannels are shortened or incapable due to punctured bits at the output of the polar encoder. When the values of punctured bits are assumed to be set to ‘0’ at the encoder and the decoder, some subchannels are shortened, that is to say, these subchannels are forced to deliver bit ‘0’ [3]. When the punctured bits are unknown at the decoder as a prevalent puncturing method, some subchannels are incapable, thus nothing can be delivered over these channels. Regardless of the puncturing schemes, which subchannels become shortened or incapable can be known, thereby these subchannels become frozen. The best  remaining subchannels are then assigned to deliver information bits. Finally, all remaining subchannels become frozen. This subchannel allocation is followed by multiplying a polar code generator matrix  to generate a length- coded bit sequence. The sequence is interleaved and buffered in a virtual circular buffer for rate-matching.
A shortening-based puncturing scheme is generally preferred to achieve stable performance over the whole range of code rates. In addition, backward bit-reversal shortening has been assumed in several papers [2]-[7], because it achieves good performance in most cases. Since the backward bit-reversal puncturing is assumed at subchannel allocations, bit-reversal interleaving is applied in BICM chain for natural rate-matching operations with the circular buffer. 
When ,  coded bits are chosen to be repeated in a reverse puncturing order in the virtual circular buffer as depicted in Fig. 1. Coded bits are then chosen in forward bit-reversal order to be repeated, but critical performance degradation was observed in [1] and [2].
[image: C:\Users\minyc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\fig1.png]
Figure 1 Polar coding chain with conventional bit-reversal interleaving


Another polar coding chain is presented in Fig. 2. In this coding chain, all components remain the same as the conventional one except that adaptive interleaving is applied according to the codeword length  for rate-matching. Assume that the mother code size is determined as . When , the bit-reversal interleaving is applied coded bit sequence so that  bits are punctured in a backward bit-reversal order as the conventional scheme. When , no interleaving is applied to repeat  bits sequentially from the circular buffer. 
[image: C:\Users\minyc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\fig2.png]
Figure 2 Polar coding chain without interleaving for repetition
The adaptive interleaving scheme achieves better performance when coded bits are repeated. Non-repeated bits (or less-repeated bits) suffer from degraded physical channels compared to repeated bits (or fully-repeated bits), so non-repeated bits are intuitively similar to punctured bits with unknown values. Quasi-uniform puncturing (QUP) has been shown to be a good strategy for puncturing with unknown values [8]. Therefore, we simply design a QUP-like ordered repetition, since no interleaving simply enable us to design it, when we consider non-bit-reversal generator matrix .
Since hybrid-ARQ is not considered for control information, it is not necessary to apply the same interleaving for puncturing and repetition. In addition, the adaptive interleaving scheme is simpler than the conventional one because there is not a post operation following after generator matrix multiplication if . An encoded output bit sequence just bypasses the bit-reversal interleaver when .  

3. Performance Evaluation
[bookmark: OLE_LINK18]We compare two rate-matching schemes introduced in the previous section. All parameters are set to be the same for both schemes for a fair comparison. Performance evaluations are given in detail in Table 1.   
Table 1  Performance evaluation settings
	Code sequence
	[bookmark: OLE_LINK2]Ordered sequence generated by polarized weights [3]

	Decoding algorithm
	CRC-aided SCL decoding

	CRC bits 
	19 (CRC polynomial: 0x2D0B5 in normal-type description)

	List size 
	8

	Information bits 
	DCI: 16, 24, 32, 40, 48, 56, 54, 72, 80, 88, 96, 104, 112, 120
UCI: 80, 88, 96, 104, 112, 120, 128, 136, 144, 152, 160, 168, 176, 184, 192, 200

	Code rate 
	1/12, 1/6, 1/3, 1/2, 2/3

	Max. mother code size 
	512 (DCI), 1024 (UCI)

	Rate-matching
	Conventional scheme: bit-reversal interleaving
Adaptive scheme: bit reversal interleaving for puncturing, no interleaving for repetition


[image: C:\Users\minyc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\Req_SNR_DL_r2.png]
Figure 3  Required SNR of two polar code rate-matching schemes for DCI

[image: C:\Users\minyc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\Req_SNR_UL_r2.png]
Figure 4  Required SNR of two polar code rate-matching schemes for UCI
 Figs. 3 and 4 represent the performances of two rate-matching schemes for DCI and UCI, respectively. In addition, the BLER curves of all the experiments are given in Appendix, where the results of random interleaving are also given as a reference. Followings are observed from the simulations.
Observation 1: For polar codes defined by the generator matrix , no interleaving provides better rate-matching performance than the conventional repetition with the reverse order of puncturing. Especially, when  is close to , the performance gap becomes even greater than 1dB.

According to the numerical results, the adaptive interleaving scheme outperforms the conventional bit-reversal interleaving scheme in all cases of DCI and UCI. When  is close to , the conventional scheme suffers from the performance loss by greater than 1dB. However, the adaptive interleaving scheme shows stable and better performance compared to the bit-reversal interleaving scheme. The performance gap is still considerable even when .  
Proposal 1: Adaptive interleaving including at least no interleaving for repetition should be considered
4. Conclusion
The maximum polar code size was agreed to be reduced due to complexity and latency. Therefore, repetition or other rate-matching schemes should be considered to encode into and decode lower-rate longer codewords. While some advanced rate-matching schemes including extension were proposed, we consider repetition in this contribution since it is the simplest way. Repetition makes codeword bits more reliable, that is to say, less-repeated bits experience worse physical channels compared to fully-repeated bits. Hence, it can be seen as a similar consequence of puncturing with unknown bit values. This enables us to apply well-known QUP-like ordering for repetition scheme [8]. It has been shown that this QUP-like ordering provides better performance when the codeword length is greater than the mother polar code size. 
Observation 1: For polar codes defined by the generator matrix , no interleaving provides better rate-matching performance than the conventional repetition with the reverse order of puncturing. Especially, when  is close to , the performance gap becomes even greater than 1dB.
Proposal 1: Adaptive interleaving including at least no interleaving for repetition should be considered
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Appendix. BLER Curves
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Figure 5  BLER of polar codes for DCI with 
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Figure 6  BLER of polar codes for DCI with 
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Figure 7  BLER of polar codes for DCI with 
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Figure 8  BLER of polar codes for DCI with 
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Figure 9  BLER of polar codes for UCI with 
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Figure 10  BLER of polar codes for UCI with 
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Figure 11  BLER of polar codes for UCI with 
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Figure 12  BLER of polar codes for UCI with 
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Figure 13  BLER of polar codes for UCI with 
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