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1. Introduction
In last RAN1 #87 meeting, the polar code was adopted for uplink control channel with exception for very small block length and became working assumption for downlink control channel [1] and the work assumption was confirmed in RAN1 NR ad-hoc meeting [2]. In addition, following conclusion was made in RAN1#88 meeting [3]. 
For very small block lengths:
· For evaluations to be submitted to RAN1#88bis of channel code for very small block lengths, evaluate both BLER and error detection capability for comparison
· FFS the error detection targets
· FFS whether the receiver knows in each case whether a codeword is transmitted and the format thereof
· FFS whether the coding scheme is the same on control and data physical channels
· FFS the details of the selection criteria
In this contribution we evaluate channel coding performances based on the control channel assumptions.

Discussion
The simulation assumption for channel coding performance evaluation for the control channel is described as follows:
Table 1 Simulation assumptions for control channel
	Channel
	AWGN

	Modulation
	QPSK

	Coding scheme
	Repetition
	Simplex
	Reed-Muller
	Polar
	PC-polar

	Decoding algorithm
	1/24, 1/12, 1/6, 1/3, 1/2

	Decoding algorithm
	ML
	ML
	FHT
	List 1
	List 8

	Info Block length
	1, 2, 8, 10, 11, 12, 14, 16, 18, 20



[bookmark: _GoBack]Based on the agreement in [4], code rate 1/24 is valid for info block length of 1~2bits. For Reed-Muller code, we reuse design rules which are defined in LTE specification, e.g., (32, O). For polar code, we evaluate two polar coding schemes: basic polar and PC-polar. Since block length is small, we did not attach CRC bits. For polar code evaluation, we assume list-1 decoding algorithm for basic polar code and list-8 for PC-polar code. For the Polar code evaluation, the Gaussian approximation algorithm is used to determine location of frozen bit [5]. To achieve best performance for polar code, the native rate which is close to the target rate is selected for each scenario. For the polar code rate matching, we use QUP (Quasi Uniform Puncturing) pattern for puncturing which is described in [6].
Base on the simulation result, we evaluate the performance of control channel coding schemes. Simulation results are attached in Appendix.

Information: 1-2bits
For the 1-2bits information, we compare the simulation results for repetition, simplex and Reed-Muller codes. In case of 1 bit, repetition code and Reed-Muller code have same encoding / decoding structure. Thus, they show same performance on 1 bit information. As shown in Figure 1, repetition code and Reed-Muller code shows better performance than simplex code. Meanwhile, in case of 2 bits, simplex code shows the best performance for all code rates as shown in Figure 2. Repetition code and Reed-Muller code show similar performance in this bit size. Thus it is preferable to use repetition code for 1 information bit and simplex code for 2 bits information like in LTE
Observation 1: When information bit size is 1, repetition code and Reed-Muller code performs better than simplex code.
Observation 2: When information bit size is 2, simplex code performs better than repetition code and Reed-Muller code.
Proposal 1: Use repetition code when information bit is 1, and use simplex code when information bit is 2.

Information: 4-11bits
For the 4-11bits information, we compare the simulation results for Reed-Muller codes and polar codes. In this region, Reed-Muller code outperforms polar code in all cases as shown in Figure 3 to Figure 7.
Observation 3: When information bit size is 4-11, Reed-Muller code shows comparable and better performance than polar code and PC-polar code.
Proposal 2: Re-use Reed-Muller code in LTE specification when information bit size is up to 11.

Information: 12~20 bits
For the 16 bits information, we compare the simulation results for Reed-Muller code and polar code. Figure 8 to Figure 12show that Reed-Muller code shows inferior to polar code. Furthermore, basic polar code shows better performance than PC polar code. 
Observation 4: When information bit size is 12~20, polar code shows better performance than Reed-Muller code.
Observation 5: Basic polar code shows better performance than PC polar code.
Proposal 3: Use basic polar code when information bit size from 12 to 22. 


2. Conclusion
In this contribution, we present performance results to compare control channel coding schemes. The observations and proposal of our contributions are as follows:
Observation 1: When information bit size is 1, repetition code and Reed-Muller code performs better than simplex code.
Observation 2: When information bit size is 2, simplex code performs better than repetition code and Reed-Muller code.
Proposal 1: Use repetition code when information bit is 1, and use simplex code when information bit is 2.
Observation 3: When information bit size is 4-11, Reed-Muller code shows comparable and better performance than polar code and PC-polar code.
Proposal 2: Use Reed-Muller code when information bit size is up to 11.
Observation 4: When information bit size is 12~20, polar code shows better performance than Reed-Muller code.
Observation 5: Basic polar code shows better performance than PC polar code.
Proposal 3: Use basic polar code when information bit size from 12 to 22.
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Appendix: Simulation results
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