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[bookmark: _Ref477809345]Introduction
In RAN1#88, the following working assumption on HARQ feedback on code-block group (CBG) level was reached [1] :
Working assumption:
· CBG-based transmission with single/multi-bit HARQ-ACK feedback is supported in Rel-15, which shall have the following characteristics:
· Only allow CBG based (re)-transmission for the same TB of a HARQ process
· CBG can include all CB of a TB regardless of the size of the TB – In the such case, UE reports single HARQ ACK bits for the TB
· CBG can include one CB
· CBG granularity is configurable


In this contribution, we consider the CRC attachment for NR data channel. We discuss the pros and cons of CRC attachment on CB level versus CBG level. Furthermore, we combine simulations and theoretical analysis to estimate the number of CRC bits to attach to each CB/CBG to ensure that the probability of failing to detect decoding errors (miss detection) is below a certain threshold.
Two-level CRC attachment
According to the working assumption reached in RAN1#88, HARQ feedback should be sent on CBG level, where a CBG may include from a single CB up to all CBs of a TB. We propose two-level CRC attachment for NR data channel, similar to what is already used in LTE. The TB is first appended with a CRC sequence of length  computed from the bits in the TB. After code block segmentation, each CB is appended with a CRC sequence of length .For comparison, we also consider the case when each CBG is appended with a CRC sequence of length .

Because of the inherent error detection capability of the LDPC codes, we have error detection on CB level already. The inherent error detection capability of short LDPC codes was presented in [2] and was shown to increase with increasing LDPC information block length. Since code block segmentation is only performed if the TB size (TBS) is larger than 8192, the inherent error detection capability of long LDPC codes (KCB>=4096) should be considered when considering CB level CRC attachment. Further, CB grouping where each CBG is composed of more than one CB is not expected to be applicable unless the TB is composed of a large number of CBs (e.g., 10 CBs or more). For such large TBs, code block segmentation will produce CBs of size around KCB~=8192. Hence KCB~=8192 should be considered comparing CRC attachment on CB versus CBG level.

In the following sections, we discuss the reasons why CBG-level CRC is not useful.
Functionality of CB-level and CBG-level CRC
The functionality of CB-level CRC in LTE is early termination of turbo decoding of a TB, i.e., when an earlier CB is in error, then decoding of all remaining CBs is skipped, and NACK of the TB is generated directly. This feature is still useful for the NR data channel, where LDPC codes will be used.
For CB grouping in NR, if an earlier CB of a given CBG is in error and deemed un-recoverable, then a NACK can be generated for the CBG, the remaining CBs in the CBG do not need to be decoded. To match the undetected error probability of 24-bit CB-level CRC in LTE, 2-24=5.96×10-8, the inherent parity check of LDPC code is not always sufficient. For KCB=8192 and R=8/9, our preliminary simulation results, still with insufficient statistics, indicate that the undetected error probability is 5·10-6 for the worst case. Thus to match the undetected error probability of 2-24 for the worst case, the number of CB-level CRC bits to be attached is at least:
LCB =  log2(2-24 /5·10-6)  6 (bits)
LCB=6 bits corresponds to only 0.07% of overhead; see Table 1. If it is necessary to consider the natural code length of the cyclic code, in order to cover KCB=8192 bits, with info length to CRC encoder of (8192-L) bits, then at least LCB=14 or LCB=15 CRC bits are to be attached, depending on the CRC generator polynomial. This corresponds to an overhead of approximately 0.17%; see Table 1.
While inherent LDPC parity check CB-level error detection is always applied, CRC-based error detection is not always utilized. For the case of CBG-level CRC only, CBG-level CRC checking is useful only for the following case:
a) all CBs in the CBG passed inherent LDPC parity check; AND
b) one or more of the estimated CBs in the CBG are in fact erroneous, and passed the inherent LDPC parity check incorrectly.
· This happens with probability: ,
where  is the number of CBs in the CBG.
For other cases, CBG-level CRC is not necessary:
· If LDPC decoding of a CB fails, as detected by LDPC parity check or together with CB-level CRC, then NACK is directly generated for the CBG without checking CBG-level CRC;
· If all CBs are indeed correctly decoded, then the CBG can be marked as successfully received, even if the CBG-level CRC checking is not performed.
Considering that 5·10-6 for the worst case, and typically much lower, it is observed that CBG-level CRC is in fact rarely utilized. As the functionality of generating CBG-level HARQ-ACK can be fulfilled by CB-level checking vast majority of the time, CBG-level CRC is not useful.
Also, the usefulness of CBG-level CRC checking is in occasionally generating CBG-level HARQ-ACK only. It is not needed for avoiding the delivery of incorrect TB to higher layer, since TB-level CRC provides the final check for passing the TB to higher layer. 

1. CBG-level CRC, if attached, is rarely utilized.
1. CBG-level CRC is not needed for avoiding the delivery of incorrect TB to higher layer.
1. CBG-level CRC is redundant for generating CBG-level HARQ-ACK.

Overhead due to CRC
In the following, the overhead due to CRC is considered, either (a) only CB-level CRC of length ; or (b) only CBG-level CRC of length . Overhead due to TB-level CRC is not considered here, since it is the same for both (a) and (b).
For the case of CB-level CRC only, the overhead due to CRC attachment is:


For the case of CBG-level CRC only, the overhead due to CRC attachment is:

Hence   is approximately 1/N that of , .While the CRC overhead of CBG-level CRC is lower than that of CB-level CRC, the overhead is already very small as shown in Table 1. For example, if LCB=14 bits is used, then the overhead is only 0.17%. Thus CRC overhead should not be a determining factor; rather impact to other aspects of TB processing should be considered.

1. Overhead due to CB-level CRC is negligible.

Table 1. Percentage of overhead due to CB-level CRC attachment
	
	 (%)

	6
	0.07%

	8
	0.10%

	10
	0.12%

	12
	0.15%

	14
	0.17%

	16
	0.20%




[bookmark: _Ref477800369]Calculation of probability of undetected CBG error
In this contribution we consider the analytical model of probability of undetected CB errors that was presented in [3]. The probability of undetected CBG errors, assuming that a CBG consists of  CBs and that CRC is attached either to each CB or to each CBG, can be estimated in a similar way as the probability of undetected TB errors was estimated in [4], using the following steps:
1) The probability of CB error undetected by the LDPC code () is estimated through Monte Carlo simulations.

2) The bit error probability () conditioned on that an undetected CB error has occurred is estimated through Monte Carlo simulations.

3) The probability of CB error undetected by both the LDPC code and by the CRC code () of length  that may be attached to each CB is estimated as


where  is the generator polynomial of the CRC attached to each CB and  is the information block length of the LDPC code, which corresponds to the codeword length of the CRC code. The function  and how to calculate it efficiently is described in [5].

4) The probability of CBG error undetected by the LDPC code () is estimated as


5) The probability of CBG error undetected by the LDPC code and by the CB level CRC is estimated in the same way as

6) The bit error probability (), conditioned on that an undetected CBG error has occurred, is estimated from  under the assumption that an undetected CB error occurred only for one of the  CBs, that is,

7) The probability of CBG error undetected by the LDPC code and by the CBG level CRC can be estimated by


Simulation results and analysis
In this section, we use the combination of simulation results and analytical models as described in Section 5 to assess the probability of undetected errors with CRC attached on CB level or on CBG level. We assume that one CBG consists of N CBs, either with a CRC of length  attached to each CB before LDPC encoding or with a CRC of length  attached to each CBG. It should be noted that the analytical model we have used here overestimates the probability of undetected errors at high SNR, as shown in [3].
The aim here is to compare attachment of CRC on CB level to attachment of CRC on CBG level. For information block lengths shorter than the maximum CB information block length (i.e. 8192 bits), no code block segmentation is needed and attaching CRC on CB level is the same as attaching CRC on CBG level. We should therefore concentrate our analysis to information block lengths close to 8192 bits, which will be the information block length after code block segmentation if the number of CBs, , is large. However, the inherent error detection capability of LDPC codes increases with increasing information block length and is very good at the maximum CB length. Preliminary Monte Carlo simulations for this case indicate that LDPC inherent error detection capability provides undetected error probability of 5·10-6 or better, even for the highest designed code rate 8/9.  Considering the problem of excessive simulation time for K=8192, instead we use the LDPC code with KCB=400 and R=8/9 for this analysis to demonstrate the behaviour, keeping in mind that the probability of undetected errors will be much lower than those shown in Figure 1 and Figure 2 for the typical CB size (i.e., KCB~=8192) used with code block segmentation.
Using the steps described above, we have analysed the probability of undetected CBG error for a few different CRC lengths. The CRC overhead is not taken into account, since it’s miniscule when considering long block lengths like 8192 bits. Figure 1 and Figure 2 show the probability of undetected CBG error, both when CRC bits are attached to each CB (solid lines) and when CRC bits are attached to each CBG (dashed lines). As can be seen in Figure 1, the probability of undetected CBG error is slightly lower when 8 CRC bits are attached to each CB compared to when the same number of CRC bits are attached to each CBG. However, if the number of CRC bits attached on CBG level is higher than the number of CRC bits attached on CB level, like in Figure 2, the probability of undetected CBG error is lower when the CRC bits are attached on CBG level.
[image: ]
[bookmark: _Ref477805867]Figure 1	Probability of undetected CBG error when 8 CRC bits are attached to each CB (solid lines) and when 8 CRC bits are attached to each CBG (dashed lines). KCB=400 and R=8/9 is simulated for the purpose of illustrating the trend of Pud.
[image: ]
[bookmark: _Ref477805869]Figure 2	Probability of undetected CBG error when 12 CRC bits are attached to each CB (solid lines) and when 16 CRC bits are attached to each CBG (dashed lines). KCB=400 and R=8/9 is simulated for the purpose of illustrating the trend of Pud.
Based on the simulation results and the discussion, we make the following observations:
1. CRC attachment on CB level with L bits achieves the same or lower probability of undetected CBG error as CRC attachment on CBG level with L bits.

Based on the discussion and the observations we have made, we propose that CRC bits are attached to each TB as well as each CB.
1. For the NR data channel, CB-level CRC sequences are appended to each CB if a TB is composed of multiple CBs.
1. For the NR data channel, CBG-level CRC sequence is not adopted.

Conclusions
In this contribution we have discussed the pros and cons of attaching CRC bits to each CB or to each CBG. Based on the discussion and the simulation results presented we have made the following observations and proposal:
1. CBG-level CRC, if attached, is rarely utilized.
1. CBG-level CRC is not needed for avoiding the delivery of incorrect TB to higher layer.
1. CBG-level CRC is redundant for generating CBG-level HARQ-ACK.
1. Overhead due to CB-level CRC is negligible.
1. CRC attachment on CB level with L bits achieves the same or lower probability of undetected CBG error as CRC attachment on CBG level with L bits.

1. For the NR data channel, CB-level CRC sequences are appended to each CB if a TB is composed of multiple CBs.
1. [bookmark: _GoBack]For the NR data channel, CBG-level CRC sequence is not adopted.
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