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Introduction
In R1-AH-NR meeting, it was agreed that 
Agreement: 
· Built-in puncturing of systematic bits is supported for LDPC coding, that is:
· At least for the initial transmission, the coded bits are taken after skipping the first Nsys,punct  systematic bits 
· Nsys,punct is selected from: 0, Z, and 2*Z
· The rate matching for LDPC code is circular buffer based (same concept as in LTE)
· The circular buffer is filled with an ordered sequence of systematic bits and parity bits
· FFS: Order of the bits in the circular buffer
· For IR-HARQ, each Redundancy Version (RV), RVi,  is assigned a starting bit location Si on the circular buffer
· For IR retransmission of RVi, the coded bits are read out sequentially from the circular buffer, starting with the bit location Si
· Limited buffer rate matching (LBRM) is supported

In this contribution, we discuss the full encoding chain for NR data channel and suggest some new blocks to enhance the data channel performance. In addition, we also point out issues which need to be further discussed.
Data Channel Encoding Chain
The proposed encoding chain is illustrated in Figure 1. The modules with red boxes are new to the NR encoding chain. The modules with blue boxes have the same functionality as those in LTE but need to be modified for NR. All other modules are almost the same as those of LTE except for some trivial modifications. The modules with dash line box are optional and are suggested for further study.


[bookmark: _Ref473192623]Figure 1: eMBB Encoding Chain

CRC attachment
There have been many discussions on HARQ-ACK feedback in previous R1-NR meetings. Some companies are proposing code block (CB)-group based HARQ-ACK feedback. The reasons are:
1. URLLC may pre-empt the eMBB transmission.
2. Much larger bandwidth accompanied with high spectral efficiency modulation and spatial multiplexing technique results in a large number of CBs per transport block (TB).

Whether CB-group based HARQ-ACK feedback is adopted or not will affect the CRC structure and code block segmentation. A common observation is that the parity check capability of the QC-LDPC code is sufficient as an early termination indicator and therefore the CB CRC is not required for the purpose of early termination. Even when the parity check capability is used to early terminate the QC-LDPC decoding, the same parity check capability can still be used as part of the integrity check for the final decoder result. The remaining integrity check capability can reduce the CRC length from 24 bits as LTE to 14~18 bits depending on code block size as observed in [8] and [9].
Proposal 1: The inherent parity check capability of a QC-LDPC code can be used as an early termination indicator therefore the CB CRC is not required for the purpose of early termination.
If CB-group based HARQ-ACK feedback is adopted, the CRC structure would need to be re-designed. Obviously, the parity-check equations of the QC-LDPC code are not sufficient as an indicator of HARQ-ACK feedback. Therefore additional CRC bits are required to be added at the HARQ-ACK level. The CRC attachments can be a TB level and/or a CB group level as illustrated in Figure 2 which has been proposed in [2], [3] and [4]. 


[bookmark: _Ref473567371]Figure 2: CRC structure
An important parameter of the CB-group CRC attachment is the size of the CB-group. The size of a CB-group should depend on the eMBB downlink traffic, uplink traffic and URLLC traffic. Therefore, it is preferred that the CB-group size can be signalled as the cell specific information in the system information (SI). If the CB-group size is not signalled in the SI, then a pre-defined upper limit of CB-group size is used. With this flexibility, we can trade off the uplink control overhead and the downlink transmission efficiency.
Observation 1: CB-group CRCs are required if CB-group HARQ-feedback is supported.
Proposal 2: CB-group size should be signaled as the cell specific information based on eMBB DL/UL traffic and URLLC traffic.
In addition, to support CB-group HARQ-feedback, we need to create new downlink control information (DCI) to support CB-group re-transmission scheduling.
Observation 2: A new downlink control information (DCI) needs to be created to support CB group re-transmission scheduling.
QC-LDPC Code
QC-LDPC codes have already been agreed as the channel code for the NR eMBB. We propose to adopt the QC-LDPC code which has very high area efficiency and fulfils the NR performance requirements. The proposed QC-LDPC code in [6] is the most compact QC-LDPC code which is also shown to have the requisite SNR at BLER=1e-2 and excellent error floor behaviour at BLER=1e-4. The analysis of decoder complexity can be found in [5] which shows that the compactness of Kb=16 results in very high area efficiency. In fact, we have shown that compact design is the key that results in high area efficiency.
A larger code block size (CBS) can result in a better coding gain. However, a large CBS requires a large memory size in the QC-LDPC decoder and also results in large decoding latency. The maximal CBS has been agreed to be Kmax=8192 because the extra coding gain is not significant for CBS larger than 8192. 
QC-LDPC codes are quite different from turbo codes. In QC-LDPC codes, a low CR code not only increases the memory size requirement of the decoder but also introduce long decoding latency. The coding gain of a low CR code is definitely not ignorable. However, the memory overhead for decoding low CR code is also significant. There is about 0.5dB coding gain for codes from CR=1/3 to CR=1/5 as compared to the one using repetition and LLR combining when CR<1/3; while the additional LLR memory requirement to decode a codes of CR=1/5 is 64 percent larger than that to decode a code of CR =1/3. Therefore, we suggest to support a lowest CR=1/3 for CBS=8192. For smaller CBS, we set the memory requirement as the upper limit corresponding to the CR which won’t introduce any additional memory overhead. Based on the proposed QC-LDPC code [6], the memory requirement of the decoder on the lowest CR is proportional to as shown in Table 1 whereby with a lifting factor of 256 or less, we can achieve the lowest CR of 0.2.
[bookmark: _Ref473482226]Table 1: Relation between Lowest CR and lifting factor
	Z
	Row Count
	Column
Count
	CR

	<256
	66
	82
	0.20

	320
	64
	80
	0.21

	384
	50
	66
	0.25

	448
	41
	57
	0.29

	512
	34
	50
	0.33



Proposal 3:  The supported lowest CR should depend on the lifting factor.
Rate-Matching and HARQ-IR
[bookmark: _Ref473578141]It has been agreed that the output of the QC-LDPC encoder is put in the virtual circular buffer and the transmitted coded bits would be extracted from the virtual buffer in sequential order. The start index of the initial transmission would depend on the puncturing size of the QC-LDPC code. For the proposed QC-LDPC code [6] the start index of the initial transmission is. In the subsequent retransmission, the start index is still for further study. In order to exploit the coding gain of HARQ-IR, we suggest that the start index should start where the index of where the previous transmission finished, as illustrated in Figure 3.


[bookmark: _Ref474156982]Figure 3: Virtual Circular Buffer and HARQ-IR without pre-defined start index

But in real applications, the following two scenarios need to be considered:
1) When the previous transmission is pre-empted by URLLC transmission, the best strategy is to do HARQ-CC on the last transmission. 
2) gNB cannot assume the UE can always decode the control channel correctly. If the UE didn’t decode the control channel correctly, the start index recognized by gNB and UE would be different, and then decoding would fail in the following re-transmission. So the gNB needs to observe the HARQ bit feedback to decide whether the UE decoded the control channel correctly or not by discriminating DTX or NACK. DTX mostly mean the UE didn’t decode the control channel correctly. When the gNB has confidence that the UE didn’t decode the control channel correctly, the better strategy is to do HARQ-CC on the last transmission. When the gNB has confidence that the UE decodes the control channel correctly, the better strategy is to carry on the index of the last transmitted bit with HARQ-IR as in Figure 3. When the gNB is not sure, the better strategy is to start from a pre-defined index in the virtual circular buffer as in Figure 4.


[bookmark: _Ref474229460]Figure 4: Virtual Circular Buffer and HARQ-IR for pre-defined index
Therefore, the design of the redundancy version (RV) needs to be designed with flexibility to adapt to the best strategy in different scenarios.
One design example based on QC-LDPC code [6] to adapt to different scenarios is to design redundancy version (RV) as
1) RV0:  
2) RV1:  
3) RV2:  
4) RV3: Carry on the index of the last transmitted bit

[bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK1][bookmark: OLE_LINK2]Proposal 4:  The design of redundancy versions for HARQ-IR should simultaneously exploit the coding gain and robustness of multiplexing of URLLC/eMBB by taking account the possibility of control channel decoding failure by the UE.
If HARQ-ACK feedback is designed with CB-group resolution, we can expect that some of the TX/RX virtual circular buffers can be released when they are ACKed and the released buffers can be utilized immediately by the other CB-groups. Moreover, due to diagonal extension of the HARQ-IR parity bits, most parity bits of the proposed QC-LDPC code are single-parity check (SPC) extensions so. Therefore, it is easy to further extend the parity bits in a circular buffer and exploit the coding gain even in high t-put.
Proposal 5: Buffering of soft channel bits in the UE should be provisioned among code block groups in NR channel coding.
Bit-Reordering
For each transmission of each code block, we propose to include a bit reordering operation. The reason is that, most parity VN blocks are constructed by diagonal extension which results in the column-weight of one, i.e., each extended parity block has variable degree of only one. Therefore, the diagonal extended parity blocks and the information blocks have different sensitivities to burst noise interference. Moreover each parity bit corresponds to a check node with different weight. Therefore, all the diagonal extended parity bits have different effects to the decoding. However, under the burst noise interference environments, it is not possible to control the position of the burst noise. A good strategy is to randomize the burst noise interference such that the interference can be distributed evenly over the entire coded bits. This can be achieved by using an interlacing function to perform bit reordering after the rate-matching of each code block. The positioning of this interlacing function after rate-matching is for good reason as it has been found that a good candidate interlacing function should be rate-dependant. So we propose that for each transmission of a code block, there should be a rate-dependant bit-reordering device as shown in Figure 5. Another such rate-dependent bit-reordering function would be a block interleaver, but the use of such a function is considered excessive and thus not required since the order within the two systematic and parity streams of an QC-LDPC code is already somewhat arbitrary, lacking the strong correlations evident in incumbent convolution codes’ information streams.

Figure 5: Illustration on bit-reordering
In Figure 6, “no int” is used to mark when no bit-reordering is applied and “int” is used to mark when a bit-reordering scheme using a pseudo-random interleaver is applied after the QC-LDPC encoder. In addition, “parity” is used to mark that the burst noise interference only on the parity blocks and “systematic” is used to mark when the burst noise interference only on the information blocks. One may observe that without bit reordering, the information blocks are more sensitive to the burst noise interference than the parity blocks. However, after bit-reordering, the performance is greatly improved and also indistinguishable between systematic and parity positioning. The detailed simulations can be found in [7].
Proposal 6:  A rate dependent bit-reordering for each transmission of a code block should be considered as one NR channel coding feature to enhance the performance under burst noise.

[image: ]
[bookmark: _Ref471567185]Figure 6: Simulation result under burst noise

Tone Interleaver
For NR, to support very high t-put, a much larger channel bandwidth with higher spectral efficiency modulation and spatial multiplexing techniques is required which leads to the fact that one OFDM symbol may contain several code blocks.  This makes a code block very susceptible to burst errors or deep fades. If coded bits are spread over very different frequency locations, the code block performance will be greatly improved due to frequency diversity gain. In addition, for the convenience of scheduling and reducing the HARQ feedback overhead, it is desired that each code block within one HARQ-feedback unit have roughly the same performance. The tone interleaver trends to force all code blocks to have roughly the same performance. But an interleaver across several OFDM symbols results in large decoding latency. Therefore, the tone interleaver is preferred to be performed within OFDM symbol as illustrated in 
Figure 7. With this new design, frequency diversity gain can be obtained with acceptable decoding latency.

[bookmark: _Ref473580147]
Figure 7: Tone interleaver for each OFDM symbol
Proposal 7:  Tone mapper inside the allocated PRB for each OFDM symbol should be considered as one NR encoding chain feature to enhance the performance under burst noise and fading environments.
Conclusion
The following summarizes the observations and proposals in this contribution.
Proposal 1: The inherent integrity check capability of the QC-LDPC code can be used as an early termination indicator and therefore the CB CRC is not required for the purpose of early termination.
Observation 1: CB-group CRCs are required if CB-group HARQ-feedback is supported.
Proposal 2: CB-group size should be signaled as the cell specific information based on eMBB DL/UL traffic and URLLC traffic.
Observation 2: A new downlink control information (DCI) needs to be created to support CB group re-transmission scheduling.
Proposal 3: The supported lowest CR should depend on the lifting factor.
Proposal 4: The design of redundancy version of the HARQ-IR should simultaneously exploit the coding gain and robustness of multiplexing of URLLC/eMBB by taking account the possibility of control channel decoding failure by the UE.
Proposal 5: Buffering of soft channel bits in the UE should be provisioned among code block groups in NR channel coding.
Proposal 6: A rate dependent bit-reordering for each transmission of a code block should be considered as one NR channel coding feature to enhance the performance under burst noise.
Proposal 7: Tone mapper inside the allocated PRB for each OFDM symbol should be considered as one NR encoding chain feature to enhance the performance under burst noise and fading environments
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