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1 Introduction

In RAN1 #86, the following agreement was made on Spatial Multiplexing Schemes for MU-MIMO [1]:
· Study performances of nonlinear precoding schemes for MU-MIMO focusing on the following aspects:

· Potential nonlinear precoding schemes

· Performance advantages over linearly precoded systems

· Comparison of complexity with respect to linearly precoded systems
· Specification Impacts (e.g., signaling and RS design, etc.)  
In this contribution, we show performance advantages of two potential nonlinear precoding (NLP) schemes including the one-dimensional Thomlinson Harashima (THP) scheme [2,3,4] and the higher dimensional Dirty Paper Coding (DPC) [5] based on lattice coding. We also provide our considerations on their complexity and specification impacts.
2 Non-Linear Precoding for MU-MIMO  
In downlink multiuser MIMO (MU-MIMO) transmissions, typically a base station (BS) communicates with different user equipments (UEs) on the same resources (e.g., frequency, time and space). In this case, interference among signals/data streams for user equipments (UEs) can be mitigated partially through appropriate linear-precoding techniques at BS. However, the performance of linear-precoding techniques becomes limited in scenarios where there are not enough dimensions to orthogonalize the transmissions to the users. This can hold, e.g., for closely located co-scheduled users or crowded scenarios (i.e., loaded cells). 
In contrast, non-linear precoding techniques, based, e.g., on THP or DPC, do not require that the channels be separated. In fact, vector DPC can achieve the capacity region of Gaussian multiple-input multiple-output broadcast channels [6,7] irrespective to the correlation among the channels to the users. Vector DPC, however, requires very high-dimensional modulo operations (i.e., quantization), which generally is unfeasible in practice. Nested lattice codes provide efficient means of implementing vector DPC [8], which, asymptotically in the dimension of the used lattice, approach the performance of optimal vector DPC.  On the other hand, the standard THP, with its two variants Zero-Forcing THP (ZF-THP) and Minimum-Mean Square Error THP (MMSE-THP) can be seen as a special cases, obtained using scalar quantization. THP is already adopted as the part of IEEE 802.3an standard for 10GBASE-T, for canceling crosstalk (FEXT) over copper twisted-wire pair cables [9].  
2.1 NLP using Modulo-Lattice Operations
Figure 1 shows a diagram of a possible implementation of THP/DPC using modulo-lattice operations.
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Figure 1 Block diagram of transceiver, using combined non-linear precoding (NLP) and linear precoding (LP).
The linear precoding filter therein is used to triangularize the channel (e.g., through QL decomposition), on which THP/DPC is then applied. The signals that are sent to the UEs are precoded successively, against each-other, using modulo-lattice operations at the BS transmitter side (Tx) as depicted in Figure 2, whereas modulo-reduction is used at the UE receiver (Rx) side as shown in Figure 3.

In Figure 2, the feed-forward filter (FF filter) is the one used at Tx to triangularize the channel. The optimal choice of FF filter depends on the available CSI at Tx (CSIT), the powers and noise levels. The feed-backward filter (FB Filter) is the one used to model the inter-user interference (IUE) observed at the receiving UEs, and cancelled with the NLP encoder. The optimal choice of FB Filter depends not only on the available CSI at UE (CSIR), powers and noise levels, but also on the chosen FF Filter. As shown in Figure 3, the UEs apply a linear receive filter on the received signal and for NLP decoding. The optimal choice of these filters also depends on the FF filter used at the Tx, the powers and the noise levels. Thus, the Tx needs to send its choice of FF Filter to the Rx so that the latter can choose the appropriate linear receiving filter or directly inform the Rx of the receiving filters to employ. This can be done through some signaling from the Tx to the Rx (e.g., on the Transmit Precoding Matrix Indicator (TMPI) over the PDCCH).
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Figure 2 Modulo lattice reduction at Tx
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Figure 3 Receiver diagram using modulo-reduction

Observation 1: The choice of transmit- and receive-filters for the NLP highly impacts the system performance. It depends on the available CSI and the system parameters (powers, etc.). 
Observation 2: The Tx needs to send its choice of FF Filter to the Rx so that the latter can choose the appropriate Receiving Filter.
Proposal 1:  Selection of FF and FB Filters for NLP should be studied.
Proposal 2: Tx-Rx signaling for NLP filter selection should be studied.
2.2 Performance Evaluation of NLP
In this section, we illustrate the gains in terms of throughput that are obtained using NLP, in comparison with ZF for a system with NT =64 Tx antennas and K users that are equipped each with two antennas, i.e., NR = 2. Each user has Q  data streams. (Detailed simulation setup is given in Appendix A.)
Figure 4(a) shows the average throughput achievable obtained using ZF, DPC, QL-DPC (the Tx applies a QL decomposition on the channel to triangularize it, and then performs DPC on the resulting channel) and QL-ZF-THP (the Tx applies a QL decomposition on the channel to triangularize it, and then performs ZF-THP on the resulting channel) for K = 24 users with Q = 1 or Q=2 data streams. As expected, DPC achieves a higher throughput than QL-DPC, QL-ZF-THP and ZF. For Q = 2, as the SNR increases, QL-DPC closely approaches the performance of DPC, i.e., the optimal sum-rate, while ZF is bounded away by a constant gap. For Q = 1, however, QL-DPC, QL-ZF-THP and ZF show a significant rate loss with respect to DPC. This performance loss can be justified since both schemes reduce the channel dimensions and therefore cannot achieve the system full sum-degrees-of-freedom, i.e., the optimal sum-rate scaling. 
Figure 4(b) shows the throughput of QL-DPC, QL-ZF-THP and ZF for K = 2, 8, 16, 24 users and Q = 2 data streams. Note that the gap between ZF and QL-DPC increases as the number of users increases. We also observe that the gap between ZF and QL-ZF-THP is very dependent on the load of the system. For highly loaded systems, i.e., K = 16; 24, QL-ZF-THP outperforms ZF, while ZF outperforms QL-ZF-THP if the load is small, i.e., K = 2, 8.

[image: image4]
Figure 4 Average sum throughput of linear (ZF) and non-linear (THP/DPC) precoding for (a) K=24 UEs or (b) different number of UEs per cell.
Observation 3: The NLP scheme QL-DPC closely approaches the performance of DPC, i.e., the optimal sum-rate, while the LP scheme ZF is bounded away by a constant gap.
We also investigate the effect of cell load on the performance of linear and non-linear precoding schemes. Figure 5 shows the performance of ZF becomes limited in loaded cell scenarios (i.e. a system with 64 Tx antennas and 24 UEs, each of which equipped with two antennas). The limitation of ZF is even more pronounced if every user gets Q=2 data streams. The performance decrease of ZF under very loaded cells is caused by lack of degrees of freedom to orthogonalize the channels to UEs via linear precoding. 
NLP does not suffer significantly from this aspect. In our simulations, the channels of UEs are assumed to be independent (please see Appendix A).The slight decrease of QL-ZF-THP and QL-MMSE-THP observed in Figure 5 is only due to the employed QL filters. If the channels are correlated, the increased cell load would have no obvious negative impact on the performance NLP, whereas the performance of LP techniques will become even worse. 
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Figure 5 Average sum throughput of linear (ZF) and non-linear (THP/DPC) precoding for K=24 users, Q=2 data streams per user, and (a) SNR=10 dB or (b) SNR=20 dB
Observation 4: Non-linear precoding can offer  significant gains in terms of throughput and allowed cell load (number of served users), in comparison with linear precoding techniques that are based on Zero-Forcing (ZF) and variants of it.
The complexity of designing the FF and FB filters for the considered NLP schemes are in the order of that of LP. In particular, the FF and FB filters are computed simultaneously by computing a QR decomposition. There are many methods to compute the QR decomposition with similar complexity to that of obtaining traditional LP filters, such as Zero Forcing or Block diagonal precoders.
On the other hand, the modulo reduction operations in QL-DPC requires very high dimensional quantization, whose complexity can be prohibitive. Nevertheless, the performance of QL-DPC can be approached using low-complexity schemes that, e.g., utilize structured codes. Complexity can be further reduced by considering one dimensional quantization operations as in QL-MMSE-THP and QL-ZF-THP at expenses of certain losses. To achieve a tradeoff between performance and complexity, the use of NLP or LP can be selected for certain scenarios.
Proposal 3: Low-complexity NLP schemes should be studied to approach the performance of the optimal DPC.
Proposal 4: The usage scenarios of LP and NLP should be studied.
2.3 Effect of Imperfect CSI
From an information theoretical perspective, achieving the capacity of the broadcast MIMO channel with NLP requires full CSI [7]. However, similarly to LP, a version of reduced CSI can also be considered for implementation which still outperforms LP strategies (also using reduced CSI). Concerning the amount of required CSI for NLP, there is no fundamental difference with respect to LP schemes. All the required CSI, i.e., the channel matrix estimate, powers and noise levels for NLP is similar to that required for LP in MU-MIMO scenarios

Figure 6 illustrates the performance of the above schemes in the presence of channel estimation error. The parameter tau indicates the quality of CSI estimation at Tx. The higher value of tau represents the less accurate channel estimation. 
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Figure 6 Average sum throughput of linear (ZF) and non-linear (THP/DPC) precoding vs. Esitimation Quality

Observation 5: The gain of DPC over ZF remains under different estimation qualities, while QL-ZF-THP is more sensitive to channel estimation error. 
Different feedback schemes (CSI quantization levels) lead to different CSIT quality at Tx. Thus, the choice of filters at Tx and Rx, and so the overall performance of NLP, depend strongly on the amount of information to feedback (instantaneous values of CSI, only statistical information) and the resources available for it. 
Proposal 5: CSI feedback should be studied to improve NLP filter selection.
3 Conclusion
We show that NLP can offer significant gains in terms of throughput and allowed cell load (number of served users), compared with linear precoding techniques that are based on Zero-Forcing (ZF) and variants of it. We also provide our considerations on their computational complexity compared with LP schemes and their specification impacts on Tx-Rx signaling, and CSI feedback. Our Observations and Proposals are summarized as follows:

Observation 1: The choice of transmit- and receive-filters for the NLP highly impacts the system performance. It depends on the available CSI and the system parameters (powers, etc.). 
Observation 2: The Tx needs to send its choice of FF Filter to the Rx so that the latter can choose the appropriate Receiving Filter.
Observation 3: The NLP scheme QL-DPC closely approaches the performance of DPC, i.e., the optimal sum-rate, while the LP scheme ZF is bounded away by a constant gap.
Observation 4: Non-linear precoding can offer  significant gains in terms of throughput and allowed cell load (number of served users), in comparison with linear precoding techniques that are based on Zero-Forcing (ZF) and variants of it.
Observation 5: The gain of DPC over ZF remains under different estimation qualities, while QL-ZF-THP is more sensitive to channel estimation error. 

Proposal 1:  Selection of FF and FB Filters for NLP should be studied.
Proposal 2: Tx-Rx signaling for NLP filter selection should be studied.
Proposal 3: Low-complexity NLP schemes should be studied to approach the performance of the optimal DPC.
Proposal 4: The usage scenarios of LP and NLP should be studied.
Proposal 5: CSI feedback should be studied to improve NLP filter selection.
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Appendix A 
The parameters considered for the simulation results are as follows: 
	Parameter
	Value

	Bandwidth
	20Mhz (100 RB)

	Channel model
	Rayleigh fading (noise variance [image: image8.png]


 )

	Channel estimation
	Channel estimation available at Tx and Rx with estimation error variance [image: image10.png]T2/
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 is an
indicator of the quality of estimation.

	Number of streams per user Q
	1 or 2

	Number of users K
	24 users (unless otherwise stated)

	Number of transmit antennas NT
	64

	Number of receive antennas
	2

	Average power constraint
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	Signal to noise ratio
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SNR = 10dB                                                               (b)  SNR = 20dB
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(a)  K = 24                                                                (b)  K = 2, 8, 16, 24
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