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1. [bookmark: _Ref298777854]Introduction
In RAN WG1 AH NR meeting, the following agreement on Polar code is reached [1]
· Maximum mother code size of Polar code, N=2n, is:
· 256 <= Nmax,DCI <=1024 for downlink control information
· 1024 <= Nmax,UCI <= 2048 for uplink control information
· Exact values to be revisited with the aim of agreeing at RAN1#88  
During the discussion, concerns on coding latency and rate matching of Polar codes for control channel have been raised. In this contribution, we discuss some aspects of Polar Codes construction to reduce coding latency.
1. Construction of polar codes
The function of Polar encoder is to select good channel as the information bit channel. There are several methods or metrics to calculate the reliabilities of the sub-channels, such as Bhattacharyya parameter, bit error probability, transition probability matrices, Gaussian approximation of bit channels and so on.
The encoding and decoding flow of CRC-aided Polar Codes is shown in Figure 1. A K-bit input block to the encoder consists of k information bits and m bit CRC sequence, i.e. K = k + m. The CRC bits are taken as part of input bits for the encoder. When decoding, the decoder reserve L paths, and the decoder not only select the most possible path, but also with the correct CRC as the estimated information bits. 


Figure 1 CRC-aided Polar codes
However, there are several shortcomings about CA-Polar. The CRC bits not only are overhead when encoding but also increases the false alarm error probability when used in decoding. In order to reduce the overhead and decoding complexity of Polar codes, Parity-Check-Concatenated Polar codes (PCC) was proposed [2]. In [2], an ordered sequence of bit positions (index sequence) is constructed, which is SNR independent reliability estimation. But the process of construction is complex, as the Parity-Check Set selection depends on code rate and block length. 

No matter PC-Polar or CA-Polar, the mother code block length is of power of two. The value of mother code block length of Polar code is calculated by. Table 1 lists the required mother code block length N for different information size K and code rate R. It can be seen that N varies in different situations, thus the encoder/decoder differs. On the other hand, the decoding complexity of Polar code is LNlog2(N), thus latency would greatly increase with N. To address this issue, it’s suggested that a Polar code with a fixed mother code block length N0 should be taken into account. In this way, if the calculated mother code block length is less than the fixed mother code block length N0, Polar code with mother code length of either N or N0 can be considered; while if N>N0, rate matching can be considered.
Table 1 Required mother code block length N 
	R       K
	32
	48
	64
	80
	120
	200

	1/12
	512
	1024
	1024
	1024
	2048
	4096

	1/6
	256
	512
	512
	512
	1024
	2048

	1/3
	128
	256
	256
	256
	512
	1024

	1/2
	64
	128
	128
	256
	256
	512

	2/3
	64
	128
	128
	128
	256
	512


There are two common rate matching schemes, repetition and segmentation. In this section, we compare the performance of scattered shortening, localized puncturing [4] and repetition for different block length K and for both PC-polar and CA-polar.
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Figure 2 Performance comparison of CA-Polar (N0=2048)
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Figure 3 Performance comparison of CA-Polar (N0=1024)
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Figure 4 Performance comparison of PC-Polar (N0=1024)
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Figure 5 Performance comparison of PC-Polar (N0=1024)
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Figure 6 Performance comparison of CA-Polar (N0=512)
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Figure 7 Performance comparison of PC-Polar (N0=512)
In Figure 2 to Figure 7, “Shortens” denotes scattered shortening rate, “Localized” denotes localized puncturing [4]. As we all know the complexity of encoding and the complexity of SC decoding are both O(NlogN). Therefore, if the code block length N can be reduced, the complexity of encoding and decoding can also be reduced. Based on the simulation results, we can see that N0=1024 is suitable for both uplink and downlink without too much performance loss. If N0=512, repetition has about 1 dB performance loss for K = 200 and R = 1/12. In this case, some other rate matching schemes such as segmentation should be considered together.
Proposal: N0=1024 is suitable for uplink and downlink. If N0=512 is chosen for downlink, other rate matching schemes such as segmentation should be considered to compensate the performance loss.

1. Conclusion
In this contribution, we discuss some aspects of the construction of Polar codes. We have the following proposal:
Proposal: N0=1024 is suitable for uplink and downlink. If N0=512 is chosen for downlink, other rate matching schemes such as segmentation should be considered to compensate the performance loss.
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