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Discussion and Decision
1
Introduction
In RAN1 #86 meeting, following agreement was made to start evaluating control channel codes.
Agreement:

· Simulation Assumptions for eMBB control channel coding 

· Evaluate the block error rate (BLER) performance versus SNR 

· Evaluate the false alarm rate versus SNR

	Channel
	AWGN

	Modulation
	QPSK

	Coding Scheme
	Repetition
	Simplex
	TBCC
	Turbo
	LDPC
	Reed-Muller
	Polar

	Code rate (for evaluation purposes)
	1/24*, 1/12, 1/6, 1/3, 1/2, 2/3

	Decoding algorithm**
	ML
	ML
	List-Viterbi
	Scaled max log MAP
	Adjusted

min-sum
	FHT
	SC list

	Info. block length (bits w/o CRC) (for evaluation purposes)  ***
	1, 2, 4, 8, 16, 32, 48, 64, 80, 120, 200


* Code rate 1/24 is valid for info block length of 1-2 bits

** Other variants of agreed algorithms can be used for encoding and decoding (Complexity details should be illustrated) 

*** Each of these info. block lengths shall be evaluated at at least one of the code rates. Other info. block lengths and code rates are not precluded. Similar info. and encoded block lengths should be used for the evaluation. Total coded bits = info. Block length/code rate. Note: these info. block length and code rate are only for initial performance evaluations. They are not interpreted as design targets or assumptions for complexity analysis. 

· Companies are encouraged to provide information on complexity of their decoders, and on decoding latency. 

In this contribution, we present performance evaluation for control channel coding candidates. Sharing data with excel files was also agreed in RAN1 #86 meeting. Please check the accompanied excel files with this contribution. 

2
Performance 
2.1


Coding schemes 
As the main control coding scheme, especially when the code operates over a wider range of small block sizes, we found that Turbo, LDPC, TBCC, Polar, Reed-Muller (RM), and BCH codes are most suitable coding schemes to be evaluated. Even though BCH was not agreed during Ran1 #86 meeting, we like to propose BCH as a coding candidate due to its better performance at lower block size region. Please see further clarifications in [1]. 

We also agreed to evaluate false alarm rates (FAR) of the coding schemes as CRC is required for some coding schemes while other may not need such requirements. Especially for LDPC codes, we see that inbuilt parity check can be used to error detection purposes. We highlight the gain we could achieve with such considerations by limiting CRC bits for LDPC codes. Considering the analysis given in [2], we see that LDPC has 6 CRC bits equivalent error detection capability at 1% BLER. FAR of LDPC is much better at higher error rates. We also investigated FAR of polar codes without CRC and polar does not have inbuilt error detection features. Moreover, TBCC and turbo also require CRC for error detection. The codes we used for RM and BCH with OSD decoding [1] do not need CRC for error detection as they always have zero FAR with the ordered stochastic decoding (OSD) decoder. Considering all these aspects, we used 6 CRC bits for Polar, Turbo, and TBCC. All other codes are do not consider CRC bits. 
Turbo code (TC)
Rate 1/3 LTE turbo coding was used with CRC bits and code rate adjusted with puncturing (similar to LTE) to ensure that Total coded bits = Info. Block length/code rate. We used 6 CRC bits for error detection. Scaled max log map algorithm is used in the simulations with scaling factor 0.7. Decoding was limited to eight iterations.  

Tail biting convolutional code (TBCC)

Rate 1/3 LTE TBCC coding scheme (constraint length C = 7) is used with 6 CRC bits. Rate matching is achieved using either repetition or cyclic-buffer based puncturing. We followed LTE TBCC without the sub-block interleaver. As it is for AWGN channels, we do not need the interleaver part. The soft input Viterbi algorithm was applied in the decoder.
LDPC codes

We follow the agreement made during RAN1 #85, and used QC LDPC codes for shorter block sizes. The following structure is used for the parity check matrix, H 
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 ,

where P i,j is a cyclic-permutation matrix obtained from the zero matrix and the z by z cyclically shifted identity matrix to the right, N*z is the coded block sizes, K*z is the information block size, and (N-K)*z is the parity size. We used offset min-sum decoder with 0.22 offset parameter with 50 iterations in the simulations. The exact parity check matrices and details are given in [3]. Additionally, for the simulations we used parity check as the error detection mechanism where FAR and miss rates (MR) with parity check is illustrated in [2]. 
Polar codes (PC)

We used polar codes with CRC length of 6 bits to provide fair comparison with all other codes. The list size is fixed to be 4, which is bit higher compared to the TBCC. As we have seen some implementation for list-4 SC decoders, we think that is a fair assumption. Details are given with some other analysis in [4]. In summary

· The codes were constructed with a small mother polar code by using density evolution with Gaussian approximation, and encoded bits are put in a circular buffer and repeated if lower code rates are required. 

· The polar code design we used in the simulation may not suitable for control channels as code constructions are based on the operating SNR points, where search space for blind detection may go high.  

Therefore, the results given in the polar codes should be further investigated with FAR with scrambling techniques and search space reduction methods, which we have not presented in this contribution. These results are still useful to get an initial understanding  of the coding performance. 
Reed-Muller and BCH codes

RM and BCH code construction details are explained in [1] and we used fixed code constructions without CRC bits. The decoding algorithm used in the simulation is OSD, which does not have error detection FAR. Also, the code constructions are not channel dependent, and we don’t expect search space to be larger compared to TBCC, LDPC, and Turbo codes. The simulations are presented only for a sub-set in the agreed assumptions.  

Next, we present simulation results considering following two methods. 

1. BLER versus SNR of all coding candidates for several code rates. 

2. FAR versus SNR for Turbo, TBCC, LDPC, Polar for several code rates. We assume UE_k transmitted to UE_k in the FAR evaluations, Case I (explained below). 
a. Case I: UE_k transmit to UE_k. this is to focus only on coding performance and FAR.  
FAR = (#received with error but CRC (parity check) passed)/ (# errored blocks) 
MR = (#received correct but CRC (parity check) fail)/ (# correct blocks) 
b. Case II: UE_k detects transmissions intended to UE_n. This requires assumptions on scrambling. All codes will have the same statistics as in Case II if they assume scrambling as in LTE. For LDPC, scrambling should be done after encoding.  
c. Case III: UE_k detects transmissions when the realistic environment is assumed. Search space and the number of blind decoding efforts allowed by the UE should also take into account. Further agreements are required to produce a fair comparison.

2.2


BLER versus SNR 
16 bit info block size
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Figure 1: 16 bit info block. BLER vs SNR for all codes with all code rates. 

32 bit info block size
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Figure 2: 32 bit info block. BLER vs SNR for all codes with all code rates. 

48 bit info block size
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Figure 3: 48 bit info block. BLER vs SNR for all codes with all code rates. 

64 bit info block size performance
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(a). 
64 bit info block size performance (PC-Polar)
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(b)

Figure 4: 64 bit info block. BLER vs SNR for all codes with all code rates. (a) with CRC aided Polar list-4 (b) PC-Polar list-8 with CRC 6 bits. 

80 bit info block size performance
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Figure 5: 80 bit info block. BLER vs SNR for all codes with all code rates. 

120 bit info block size performance

[image: image9.png]Info. 120 bits

100 sy :
X ——LDPCR =273
\ —e—LDPC 12
—a—LDPCR=1/3
—e—LDPCR = 1/6
—*—LDPC R = 1/12
—+—TBCCR=23
—e—TBCC
—a—TBCC
—e—TBCC
—*—TBCCR = 1/12
—+—PolarR = 213
—e—PolarR = 1/2
—o—PolarR = 1/6
x —%—PolarR = 1/12
B0 —+—TurboR=2/3 [
@ —o—Turbo
—&—Turbo
—&—Turbo
——Turbo
—e—RM
—&—RM
- BCHR=12
10-2 | 1
-10 -8 10

EsNo (dB)




Figure 6: 120 bit info block. BLER vs SNR for all codes with all code rates. 

200 bit info block size performance 
[image: image10.png]w
o
m

Y

Info. 200 bits

T
—+—LDPCR =2/3
—e—LDPCR =1/2
—&—LDPCR =1/3
—e—LDPCR = 1/6
—»—LDPCR = 1/12
—+—TBCCR=2/3

—e—TBCCR=1/2 | |

—&—TBCCR=1/3

—6—TBCCR=1/6

—»—TBCCR = 1/12
—+—Polar
—e—Polar R
—&—PolarR =
—&—Polar
—*—PolarR = 1/12
—+—Turbo R =2/3

—e—TurboR = 1/2

—&—TurboR = 1/3

—&—Turbo R = 1/6

—»—Turbo R = 1/12
~~ BCHR=1/2

10

EsNo (dB)




Figure 7: 200 bit info block. BLER vs SNR for all codes with all code rates. 

Summary of SNR vs block size
Figure 8 shows summarized version of Figure 1-7, where we investigate SNR requirements for 1% BLER target. 
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Figure 8 : Target SNR for 1% BLER with different info block sizes
We summarize most important observations under each code block size as follows. 

Observation 1: For info block size of 16 bits, the performance of polar codes (channel dependent) outperform other coding schemes for rates lower than 1/3. For higher rates, LDPC shows better BLER performance.  

Observation 2: For info block size of 32 bits, the performance of RM outperform other coding schemes. The cases where BCH is considered, BCH shows superior performance over all other coding schemes.  

Observation 3: For info block size of 48 bits, the performance of LDPC outperform other coding schemes for most of the code rates. As in observation 2, for the cases where BCH is considered, BCH shows superior performance over all other coding schemes.  

Observation 4: For info block size of 64 bits, the performance of LDPC outperform other coding schemes (not BCH)  for most of the code rates. 

Observation 5: For info block size of 80 bits, the performance of LDPC and polar codes (channel dependent)  outperform other coding (not BCH) schemes for most of the code rates. 

Observation 6: For info block size above 80 bits, the performance of LDPC is better compared to all other coding schemes.  

Observation 7: Considering all the block sizes and code rates, we see that LDPC has better perfromance over Turbo, TBCC, and Polar codes. 
2.3


FAR/MR versus SNR 
Here we see that all blocks have a similar FAR and MR statistics, therefore, we present the results only for 32 and 80 info block sizes in Figure 9 and 10. All other cases have similar variation, and we provide only the summarized FAR and MR for all other blocks in Figure 11 and 12. 
32 bit info block size 
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(b)

Figure 9: 32 info bits FAR and MR versus SNR for code rates (a) FAR (b) MR
80 bit info block size 
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(b)

Figure 10: 80 info bits FAR and MR versus SNR. (a) FAR (b) MR
Summary of FAR/MR at 1% BLER vs block size
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Figure 11: FAR vs block size at the SNR of 1% BLER. 
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Figure 12: MR vs block size at the SNR of 1% BLER. 

We summarize most important observations of FAR and MR as follows

Observation 8: Turbo and TBCC have the false alarm rates promised by the CRC bits, i.e., 2-6 . 

Observation 9: Polar codes with SC list-4 and CRC 6 bits, the FAR are much higher. However, polar codes have very low MR for all block sizes. 
Observation 10: LDPC FAR of parity check depends on the code rate. We would expect much higher false alarm rates at higher code rates if error detection supports only with parity check.  

Observation 11 : when control channels use 16 CRC bits, TBCC and Turbo can use the same number of CRC bits to provide required FAR. LDPC can achieve the same FAR with lesser CRC bits (~10 bits), but polar may need extra CRC bits (~20) to provide similar FAR statistics (assuming channel dependence not increasing FAR).

Observations 12 : MR of Turbo and LDPC are quite comparable and very low. These numbers are in the acceptable range. 

Considering all these observations, we have following proposals, 

Proposal 1 : BCH codes should be considered as a control coding candidate as it provides superior performance over other codes. 

Proposal 2 : Polar codes should investigate further with fixed configurations, not with the channel dependent constructions. 

Proposal 3 : LDPC shows the superior performance with realistic algorithms for all the block sizes and code rates. Further studies are required for LDPC, Polar, TBCC, RM and BCH considering more realistic control channel simulation assumptions.  
3
Conclusion

In this contribution, we summarized evaulations results for controlc hannel coding simulations. Obsevrations and proposals are given as : 

Observation 1: For info block size of 16 bits, the performance of polar codes (channel dependent) outperform other coding schemes for rates lower than 1/3. For higher rates LDPC shows better BLER performance.  

Observation 2: For info block size of 32 bits, the performance of RM outperform other coding schemes. The cases where BCH is considered, BCH shows superior performance over all other coding schemes.  

Observation 3: For info block size of 48 bits, the performance of LDPC outperform other coding schemes for most of the code rates. As in observation 2, for the cases where BCH is considered, BCH shows superior performance over all other coding schemes.  

Observation 4: For info block size of 64 bits, the performance of LDPC outperform other coding schemes (not BCH)  for most of the code rates. 

Observation 5: For info block size of 80 bits, the performance of LDPC and polar codes (channel dependent)  outperform other coding (not BCH) schemes for most of the code rates. 

Observation 6: For info block size above 80 bits, the performance of LDPC is better compared to all other coding schemes.  

Observation 7: Considering all the block sizes and code rates, we see that LDPC has better perfromance over Turbo, TBCC, and Polar codes. 

Observation 8: Turbo and TBCC have the false alarm rates promised by the CRC bits, i.e., 2-6 . 

Observation 9: Polar codes with SC list-4 and CRC 6 bits, the FAR are much higher. However, polar codes have very low MR for all block sizes. 
Observation 10: LDPC FAR of parity check depends on the code rate. We would expect much higher false alarm rates at higher code rates if error detection supports only with parity check.  

Observation 11 : when control channels use 16 CRC bits, TBCC and Turbo can use the same number of CRC bits to provide required FAR. LDPC can achieve the same FAR with lesser CRC bits (~10 bits), but polar may need extra CRC bits (~20) to provide similar FAR statistics (assuming channel dependence not increasing FAR).

Observations 12 : MR of Turbo and LDPC are quite comparable and very low. These numbers are in the acceptable range. 

Proposal 1 : BCH codes should be considered as a control coding candidate as it provides superior performance over other codes. 

Proposal 2 : Polar codes should investigate further with fixed configurations, not with the channel dependent constructions. 

Proposal 3 : LDPC shows the superior performance with realistic algorithms for all the block sizes and code rates. Further studies are required for LDPC, Polar, TBCC, RM and BCH considering more realistic control channel simulation assumptions.  
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