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1 Introduction
In RAN1#86bis, it was concluded that further studies in the area of duplexing and interference management should take into account various factors. In this contribution, we present performance evaluations for dynamic and static TDD for the sub-6 GHz Indoor hotspot evaluation scenario. The performance evaluations for the 30 GHz Indoor hotspot evaluation scenario is presented in our companion contribution [4].
2 Discussion
2.1 Simulation assumptions
In this section the detailed assumptions used for the system level simulations are provided. The deployment scenario considered here is the Indoor hotspot for 3 TRPs as described in [2] where additional modifications based on the agreements in RAN1#86 [3] are taken into account. Moreover, ceiling mounted TRP deployments based on Option 1 in [2] with 32 antenna elements is adopted while Omni-directional antennas with 2x2 MIMO are considered at the UE. More details on simulation assumptions are provided in Table 1 in the Appendix. 
The following TDD options are considered for the system level evaluations:

· Dynamic TDD

A TDD scheme where the direction of transmission is not fixed on any resource in a static or semi-static manner and can be changed dynamically between DL and UL. In the evaluation, depending on the incoming traffic and the scheduler decision, any slot can carry DL or UL traffic. 
Operation based on dynamic TDD is expected to cause so-called cross-link interference where the dominant interference for a transmission in one direction (e.g., downlink) is caused by another transmission in the other direction (e.g., uplink).
· Static TDD

A coordinated TDD scheme where the DL:UL ratio for the allocated slots is fixed for some period of time and the same DL:UL ratio is used by all nodes in the network. This scheme is equivalent to the traditional legacy TDD. In other words, the number of DL slots followed by UL slots are the same and synchronous across all the nodes in the network.
Operation based on static TDD is immune to so-called cross-link interference while the DL to UL ratio for the allocated slots follows a static or semi-static structure that is matched to the long term statistics of the incoming DL to UL traffic ratio.

The simulations are carried out for the case with heavy DL traffic assuming DL:UL traffic ratio of 4:1, as well as for the case with more balanced traffic between DL and UL with DL:UL traffic ratio of 1:1. In the former case, 4 DL slots are followed by one UL slot synchronously across all the nodes whereas in the latter case every other slot is DL or UL in a synchronous manner across all the nodes. Moreover, to investigate the impact of different packet sizes on the performance both 0.5 MB and 0.1 MB packets are considered for FTP traffic.
2.2 Simulation results and analysis
Figure 1 and Figure 2  provide an overview of the performance of the dynamic TDD scheme as compared to the static TDD scheme with respect to mean and cell-edge user throughput, for asymmetric traffic between DL and UL. In order to base the comparison on realistic operational loads, the ratio of the served traffic over offered traffic for the TDD schemes is also provided in Figure 3 which can be used to identify if the system is stable or not. The figure also illustrates the system resource utilization which can be used to determine how heavily the network is loaded. 
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Figure 1: The mean user throughput vs. served traffic per TRP for NR Indoor hotspot scenario at 4GHz with 3 TRP per floor with DL:UL traffic ratio of 4:1. The left and right plots correspond to the DL and UL user throughput, respectively.
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Figure 2: The 5th%-ile user throughput vs. served traffic per TRP for NR Indoor hotspot scenario at 4GHz with 3 TRP per floor with DL:UL traffic ratio of 4:1. The left and right plots correspond to the DL and UL user throughput, respectively.
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Figure 3: The left and right plots correspond to the ratio of served over offered traffic and mean resource utilization, respectively vs. served traffic per TRP, for NR Indoor hotspot scenario at 4GHz with 3 TRP per floor with DL:UL traffic ratio of 4:1.
From the simulation results it can be observed that dynamic TDD improves the downlink mean and cell edge throughput as illustrated in Figure 1 and Figure 2 for low, medium and reasonably high loads as compared to the static TDD scheme. In these load points the network exhibits a stable behavior. As the load in the network increases, e.g. resulting in a resource utilization of about 80% as shown in Figure 3, the system starts to become unstable where the incoming traffic cannot be properly served. Interestingly only in this region the dynamic TDD scheme is outperformed by the static TDD scheme in DL performance. However, it is observed that the uplink throughput performance consistently remains superior by using the dynamic TDD scheme as compared to the static TDD scheme.

Comparing the properties of the dynamic and static TDD schemes, in dynamic TDD the scheduler has the flexibility to allocate resources for DL or UL transmissions based on the incoming DL or UL traffic. In that respect, the static TDD scheme suffers from potential delay due to the fixed resource allocation for DL or UL transmission. On the other hand, the dynamic TDD scheme may potentially suffer from cross-link interference while such kind of interference is absent in the network operating based on the static TDD scheme. Examining the system performance, it is clear that for most of the operating points of interest, the benefits of full flexibility in scheduling DL and UL resources in dynamic TDD overcome the potential degradation due to cross link interference. Moreover, as we have shown in our companion contribution [5], the level of cross link interference for a deployment such as an Indoor deployment with balanced power between gNB and UE, depends on the load. Interestingly even at high loads, the cross-link interference does not degrade the SINR appreciably in many cases, with the degradation remaining less than 2 – 2.5 dB in most of the other cases. It is apparent that the impact of delay on performance is more severe and hence clear benefit in utilizing dynamic TDD in such deployments can be observed.
We may also observe the impact of the file size on the performance from the evaluation results. As the results show, as the file size increases the system performance increases for both TDD options. An explanation can be that considering random file arrival times, the larger the file size, the less variation in the resulting interference over longer periods of time which enables improved and more efficient link adaptation.
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Figure 4: The mean user throughput vs. served traffic per TRP for NR Indoor hotspot scenario at 4GHz with 3 TRP per floor with DL:UL traffic ratio of 1:1. The left and right plots correspond to the DL and UL user throughput, respectively.
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Figure 5: The 5th%-ile user throughput vs. served traffic per TRP for NR Indoor hotspot scenario at 4GHz with 3 TRP per floor with DL:UL traffic ratio of 1:1. The left and right plots correspond to the DL and UL user throughput, respectively.
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Figure 6: The left and right plots correspond to the ratio of served over offered traffic and mean resource utilization, respectively vs. served traffic per TRP for NR Indoor hotspot scenario at 4GHz with 3 TRP per floor with DL:UL traffic ratio of 1:1.
Figures 4 to 6 illustrate the system level evaluation results under the same conditions used for the evaluation results used in the previous figures with the exception of assuming symmetric traffic split between DL and UL. In general, similar observations can be made here as well. 
Additionally, the DL performance is slightly degraded as compared to the previous case since this is a heavy DL scenario, while higher throughput is observed in the UL. This can be due to the different antenna configurations at the TRPs as compared to the UEs. The TRP antennas are wall-mounted and down-tilted as compared to the omni-directional antennas at UEs that are distributed across the cell. Consequently, a TRP’s transmission would cause less interference at the receiver of another TRP. In other words, the potential TRP to TRP interference seems to be limited in comparison with the potential for high UE to UE interference. 
Moreover, the gain in DL performance with dynamic TDD as compared to static TDD is substantially increased. This can be explained as follows. On average the file transmission time spans over a couple of slots. Hence changing the slot configurations in the static TDD scheme from 4 DL slots followed by 1 UL slot to every other slot being DL or UL, increases the average delay for completion of a DL file transfer while it decreases the same delay for an UL file transfer. On the other hand, we observe that the dynamic TDD scheme can adapt better to the traffic situation and hence boost system performance.

Based on the above discussion we make the following observations:

Observations:

· Dynamic TDD provides substantial system performance gains in the Indoor hotspot scenario for most load points of interest where the network is at a stable operating point
· The gains from dynamic TDD for heavily asymmetric traffic scenarios is lower compared to more symmetric traffic scenarios
· The potential for cross-link interference is greater on the DL than on the UL since UE-UE interference is potentially higher than TRP-TRP interference
3 Conclusions

This contribution presented some performance evaluations for dynamic TDD for the sub-6 GHz evaluation scenario. A detailed analysis of the results was presented and the following was observed.
Observations:

· Dynamic TDD provides substantial system performance gains in the Indoor hotspot scenario for most load points of interest where the network is at a stable operating point

· The gains from dynamic TDD for heavily asymmetric traffic scenarios is lower compared to more symmetric traffic scenarios
· The potential for cross-link interference is greater on the DL than on the UL since UE-UE interference is potentially higher than TRP-TRP interference
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5 Appendix
Table 1: Additional simulation assumptions for Indoor hotspot
	Layout
	Single layer

Indoor floor: (120m x 50m)

Candidate TRP numbers: 3
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	Inter-BS distance
	40m for 3 TRP

	Minimum BS-UE distance
	0m 

	System bandwidth per carrier
	20MHz

	Carrier frequency 
	4GHz

	Sub-carrier spacing
	15kHz

	Slot duration
	1ms

	Distance-dependent path loss
	TRP-to-UE:ITU InH

-TRP-to-TRP: ITU InH (h_UE=3m)

-UE-to-UE: A.2.1.2 in [2]

	BS antenna pattern
	32 antenna elements. Boresight direction is perpendicular to the ceiling. Antenna model is taken from Wall-mount (90 degree HPBW in azimuth and zenith) in Table A.2.1.7 in [Ref].

· Antenna array baseline configuration:

· (M,N,P,Mg,Ng) = (4, 4, 2, 1, 1) , dH = dV = 0.5 lambda for 4GHz

	BS Tx power
	24dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 24dBm

	UE Tx power
	23dBm

	BS antenna height
	3m

	BS antenna gain + connector loss
	5dBi

	BS receiver noise figure
	5dB

	UE antenna height
	1.5m

	UE antenna configuration
	Omni-directional with 2x2 MIMO

	UE receiver noise figure
	9dB

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	MCS and link adaptation
	Realistic link adaptation with CQI feedback delay of 5ms

	Traffic model
	FTP model 3 with packet size 0.1 and 0.5Mbytes

	Traffic load (resource utilization)
	For baseline scheme: 25, 50 and 80% (other value is not precluded)

	UE distribution

	100% Indoor, 3km/h,
10 users per BS

	UE-UE minimum distance (2D distance)
	3m 


