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Introduction
In the RAN1#86bis meeting, it was agreed [1] that 
1) the channel coding for eMBB data channel is LDPC code, at least for information block size > X, 
2) FFS until RAN1#87 one of Polar, LDPC, Turbo is supported for information block size of eMBB data <= X, 
3) the value of X is FFS until RAN1#87, 128 <= X <= 1024 bits, taking complexity into account. 
Since the polar code has a decoding algorithm providing quasi maximum likelihood performance, so called list decoding, the polar code with the list decoding performs better than turbo and LDPC codes with usual decoding algorithms, so called BCJR and belief propagation decoding, for short information block size. However, there is still some debate about fair comparison based on the same complexity. 
In this contribution, we present the simulation results of the coding performance with the same computational complexity and information block size (<= 1024) for fair comparison. 
Performance of NR Candidate Channel Codes of Short-Length
In the RAN1#86 and RAN1#86bis meetings, Samsung presented the computational complexities per 1 decoding iteration for LDPC and LTE turbo code, respectively [2], [3]. The decoding performance of LDPC and LTE turbo code is obviously improved as the number of iterations increases, however, the rate of improvement could slow due to decoding convergence after some iterations. Furthermore, since the decoding complexity increases linearly with the number of iterations for LDPC and turbo codes, the analysis on the trade-off between the complexity and performance is important. However, note that since LDPC and turbo codes usually employ early stopping decoding based on syndrome check and CRC, respectively, the number of iterations is very small with high probability.
Samsung also presented the computational complexities for Polar codes in [2], [3], based on SC (Successive cancellation) and SCL (SC-List) decoding. The decoding performance of polar code is obviously improved as the number of list increases, however, the decoding complexity increases almost linearly with the size of lists. 

Observation 1: For LDPC and turbo codes, the decoding complexity increases linearly with the number of iterations. However, since LDPC and turbo codes usually employ early stopping decoding based on syndrome check and CRC, respectively, the number of iterations is very small with high probability. 
Observation 2: For polar code, the decoding complexity increases almost linearly with the size of lists.

To evaluate the coding performance for each coding scheme with the same computational complexity, we conduct simulations under the following assumptions: 
· Code: LTE Turbo code, LDPC code proposed by Samsung in [4], Polar code proposed by Huawei in [5].
· K = 100, 200, 400, 1000 
· R = 1/3, 2/3
· Decoding algorithm: 
· LDPC: Layered scheduling, offset min-sum (offset = 0.5)
· Turbo: scaled max-log-map (scaling factor 0.75)
· Polar: min-sum 
· KLDPC = K + (CRC bits)
· K=100, 200; KLDPC = K+17, 
· K=400; KLDPC = K+16,
· K=1000; KLDPC = K+14, 
· KPolar/KTurbo = K + (CRC bits)
· K=100, 200, 400, 1000; KPolar = K+24+log2(#list), KTurbo = K+24
· Note: 
· SCL decoding complexity for polar decoding is calculated based on bitonic sorting algorithm.
· Abbreviation (w/ E.T.) means the decoding algorithm with early stopping. 

In Figures 1-8, we present the coding performance for each coding scheme according to computational complexities. X-axis and Y-axis represent the computational decoding complexity and the Required SNR to achieve BLER 1%, respectively. Note that the coding performance of LDPC and turbo codes is improved and their decoding complexity becomes higher, as the decoding iterations increase. On the other hands, the coding performance of Polar code is improved and its decoding complexity becomes higher, as the number of list sizes increases.
However, since LDPC codes have the self-error-detection capability based on syndrome check, LDPC codes usually employ an early stopping decoding. Therefore, to compare LDPC codes and other coding schemes in a reasonable way, we should analyse the coding performance of LDPC codes based on early stopping decoding.

[bookmark: _GoBack]From the simulation results in Figures 1-8, we can get the following observations: 
Observation 3: Even for short packet sizes, LDPC codes with early stopping decoding always performs better than Polar code with list size 4 or 8 and Turbo code with early stopping based on CRC.
· For fixed decoding complexity, the coding gain of LDPC codes is always larger than those of Polar and Turbo codes.
· For fixed coding performance (BLER), the decoding complexity of LDPC codes is always smaller than those of Polar and Turbo codes. 

In the case of polar codes, to obtain a reasonable coding gain, we assume that the size of lists is at least 4 or 8. Based on the above observations, we would like to suggest the following proposal:

Proposal 1: Even for short packet service scenarios, LDPC code is a proper channel coding scheme for NR. 
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Figure 1. Performance of FEC Schemes (K=100, N=300)
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Figure 2. Performance of FEC Schemes (K=100, N=150)
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Figure 3. Performance of FEC Schemes (K=200, N=600)
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Figure 4. Performance of FEC Schemes (K=200, N=300)
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Figure 5. Performance of FEC Schemes (K=400, N=1200)
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Figure 6. Performance of FEC Schemes (K=400, N=600)
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Figure 7. Performance of FEC Schemes (K=1000, N=3000)
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Figure 8. Performance of FEC Schemes (K=1000, N=1500)













Observations and Proposals 
In this contribution, we present the following observations and proposal from analysis on a trade-off between computational complexity and the performance for each coding scheme: 

Observation 1: For LDPC and turbo codes, the decoding complexity increases linearly with the number of iterations. However, since LDPC and turbo codes usually employ early stopping decoding based on syndrome check and CRC, respectively, the number of iterations is very small with high probability. 
Observation 2: For polar code, the decoding complexity increases almost linearly with the size of lists.
Observation 3: Even for short packet sizes, LDPC codes with early stopping decoding always performs better than Polar code with list size 4 or 8 and Turbo code with early stopping based on CRC.
· For fixed decoding complexity, the coding gain of LDPC codes is always larger than those of Polar and Turbo codes.
· For fixed coding performance (BLER), the decoding complexity of LDPC codes is always smaller than those of Polar and Turbo codes. 

Proposal 1: Even for short packet service scenarios, LDPC code is a proper channel coding scheme for NR. 
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