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Introduction
In the RAN1#86bis meeting, it was agreed [1] that

Agreement:
· The channel coding scheme for eMBB data is LDPC, at least for information block size > X
· FFS until RAN1#87 one of Polar, LDPC, Turbo is supported for information block size of eMBB data <= X
· The selection will focus on all categories of observation, including overall implementation complexity, regardless of the number of coding schemes in the resulting solution (except if other factors are generally roughly equal)
· The value of X is FFS until RAN1#87, 128 <= X <= 1024 bits, taking complexity into account
· The channel coding scheme(s) for URLLC, mMTC and control channels are FFS

In this contribution, we provide some requirements to select the channel coding scheme for control channel in NR. 
Discussion 
The channel coding scheme for control channel should be selected based on the relevant requirements. The requirements can be defined based on its own property. Here, we propose the relevant requirements for control channel coding.

Performance 
The performance of control channel coding should be considered with taking into account frame structure since its performance is usually associated with it. In addition, the required BLER of control channel part should be lower than that of data part as HARQ schemes are not used. To compare candidate coding schemes in a fair way, it needs to take into account the code block error rate performance for each coding scheme when false alarm rates and decoding complexity are almost the same for all codes.

False Alarm Rate
The false alarm rate is the probability of falsely detecting the decoding failure. The false alarm rate is estimated by the ratio between the numbers of negative events wrongly decided as a decoding success and the total number of trials. The false alarm rate is an important requirement for control channel, because the higher false alarm rate can lead the negative impact on the overall system performance, due to the wrong information for operating data channel. To reduce this negative impact, CRC attachment is needed to detect decoding failure of control information. In the other hand, the attachment of CRC bit is one of the overhead in terms of control channel. So, the excessive number of CRC bits can lead to the performance degradation of control channel in the rate loss perspective. Therefore, we need to consider the suitable amount of CRC bits by taking into account tradeoff between the detection capability and the correction capability. LDPC codes have the inherent error check mechanism, such as syndrome check operation, and it can be used to reduce the false alarm rate. Considering Polar codes with CA-SCL decoder, CRC should be needed for both the error correction and error detection. Then, the error detection capability of the CRC is degraded in proportion to the list size of the CA-SCL decoder. The false alarm rate of CA-SCL decoder with list size L and m-bit CRC is approximately  [3].

[bookmark: _GoBack]Proposal 1: Channel coding scheme for control channel should be compared in the performance and the false alarm rate perspective at the same time. 

Latency
For the downlink control information (DCI), the decoding latency is an important requirement, considering the blind decoding process for UE receiver. Moreover, the decoding latency also should be considered with specific frame structure, namely self-contained. Even if the self-contained structure is introduced in the specification, its actual support may depend on UE capability and so on. However, from the decoding latency perspective, this structure is the worst case. So, it is necessary to discuss the latency requirements based on this frame structure. Since block size of control channel is small on the contrary to data channel, the LDPC decoder can be implemented by full-parallel architectures to guarantee the low decoding latency. The decoding latency of TBCC codes could be reduced by increasing the level of parallelism. Polar decoder can use SCL decoding algorithm with radix 2L sorting to reduce the decoding latency, since the sorting can be finished in one clock cycle. Moreover, multi-bits decoding helps to reduce the latency. However, the increment of multi-bits size requires the computational/operational complexity grows quickly.

Proposal 2 : The decoding latency of each channel coding should be compared based on the decoding configuration with the same complexity.

Complexity
The complexity is one of important aspect for selecting the channel coding scheme. The complexity is depending on the detailed decoding scheme and its impact to the error performance. Therefore, the complexity and performance should be considered at the same time. The complexity of LDPC codes is impacted by average variable node degree without degree-1 nodes in LDPC matrix, average check node degree and number of iteration. For turbo codes, the complexity is function of the constraint length of component encoder and the number of iteration. In the case of CA-List decoding for polar, according to the list size, code length and the sorting algorithm the complexity can be estimated. Besides the computational complexity, the memory requirements should be considered. It is also important to take into account the implementation maturity perspective.

Proposal 3 : Channel coding scheme for control channel should be compared in complexity perspective including computational complexity, the required memory, and implementation maturity.

Flexibility
    The information length of control channel could be variable depending on the control channel format. The code rate also could be various according to allocated resources. Considering the blind decoding, the flexibility should be simplified as much as possible. Otherwise, it may cause the additional latency in the decoder side. For example, the blind decoding with PC-Polar codes could cause the additional delay to calculate pc-frozen bits positions and those values since they are defined depends on the code rate and the information length.

Proposal 4 : Channel coding scheme for control channel should be compared in the flexibility and the decoding latency perspective at the same time.


Conclusion
The channel coding scheme for control channel should be compared based on the following proposals. 

Proposal 1 : Channel coding scheme for control channel should be compared in the performance and the false alarm rate perspective at the same time.

Proposal 2 : The decoding latency of each channel coding should be compared based on the decoding configuration with the same complexity.

Proposal 3 : Channel coding scheme for control channel should be compared in complexity perspective including computational complexity, the required memory, and implementation maturity.

Proposal 4 : Channel coding scheme for control channel should be compared in the flexibility and the decoding latency perspective at the same time.
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