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1	Introduction
In this contribution, we discuss relevant criteria’s need to focus in addition to the performance evaluations, presented in [1], when selecting the coding schemes for URLLC and mMTC. In RAN1 #84bis meeting, both URLLC and mMTC channel coding candidates were identified as convolutional codes, LDPC, Polar, and turbo codes. Additionally, following agreement was made as the selection criteria of coding scheme(s). 

· Selection of 5G new RAT channel coding scheme(s) will consider,
· Performance
· Implementation complexity
· Latency (Decoding/Encoding)
· Flexibility (e.g., variable code length, code rate, HARQ (as applicable for particular scenario(s)))

The focus of this contribution is to highlight important features that we need to evaluate under each scenario. In particular, to URLLC, we discuss the importance of latency studies and provide some analysis of the performance when the latency is constrained. For mMTC, we discuss key requirements and considerations to select the coding scheme. 
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2.1	Channel coding for URLLC 
Important requirements of URLLC coding scheme can be identified as low latency in encoding/decoding process, very good error performance to provide higher reliability, and extremely low error floors. The maximum tolerable latency of the end-to-end transmission usually depends on the code block length, and this restricts the use of arbitrarily long codes.  In consequence, the system will work far away from the Shannon limit stated for very long codes. Assuming short-to-moderate throughput requirements of URLLC usage scenario, this could still be an acceptable outcome. Moreover, an extreme error floor for a channel coding scheme is important to achieve ultra-reliability. 

According to simulation results and observations in [1], LDPC seems to be the best candidate according to the simulation parameters we used in the simulations. TBCC has comparable performance with LDPC for lower info block sizes (< 40 bits).  However, these simulation results are useful to some extent to see the performance differences when the algorithmic complexity is similar. To remind again, we assumed short-to-moderate block sizes in the URLLC simulations, despite knowing that the capacity approaching channel coding candidates (LDPC, turbo, and polar) suffer performance degradation when the block lengths are smaller.  The main justification for such selection is the decoding latency associated with larger block lengths. Additionally, the performance of candidate codes may further degrade when URLLC considering delay constraint for encoding and decoding. Therefore, evaluating of coding schemes under latency constraints is required when selecting the URLLC coding scheme. 
To provide more insight, we discuss different latency components associated with the transmission.  Later, we investigate the performance of candidate coding candidates with latency constraints.

In general, the delay of a communication system can be categorized into three types,

1. Processing delay: Finite processing speed of all computation devices used in the communication chain. Ex:  iterative decoding in turbo, OFDM transmitter, and receiver contain serial-to-parallel and parallel-to-serial converters.

2. Propagation delay: Signal propagation delay and cannot be influenced by a transmission system

3. Structural delay: Delay that occurs because encoder and decoder can only perform their operations once a certain number of symbols is available. 
The processing delay of a channel code usually depends on the decoding algorithm. In [2], we discuss implementation efforts of LDPC, turbo, and polar, where implementation survey shows that turbo coding has higher latencies compared to other. However, the processing delay associated with LDPC and polar codes are also not at the lower levels when compared to simple coding candidates.  For example, convolutional coding has low latencies when using a smaller decoding window, where the window size depends on the memory elements of the encoder. Importantly, convolutional codes have simple and energy efficient implementations and already adopted in many standards. Next, we focus on the structural latency of aforementioned coding schemes to evaluate their performances under latency constrained scenarios.

Structural delay
 
The structural delay is analytically tractable and depends on the code structure and encoding/decoding algorithms. In [3], exact expressions were derived to determine the structural delay of the block and convolutional codes. For block codes, the structural delay depends on the fact if the code is systematic or not and if processing is performed in parallel (in blocks) or serially.

· Structural delay with serial processing and non-systematic encoding: 
· With serial processing and systematic encoding: 
· With block processing: 
Here, the delay is determined by the number of required intervals Tb (information symbols which are accepted at a clock rate of 1/Tb ), R (= k/n) is the code rate, k is the information block length, and n is the encoded block length. Most of the eMBB coding candidates belong to the block coding category. 

For convolutional codes (n, k, v) with Viterbi algorithm, the structural delay is given as , where the structural delay is determined by the decoding depth w which is usually equal to three to five times the code constraint length v. If the number of parallel input bits k > 1, then an additional k-1 time intervals have to be added due to filling of the encoder buffer and emptying the decoder buffer. Further details can be found in [3]. 

With similar analysis, we can find the structural latency for polar coding with successive cancelation decoding as    . 

Performance Results

It is interesting which codes are the best from the point of view of structural latency versus required SNR for the assumed BER value. In [4], the authors compared the structural delay of several types of selected LDPC codes, convolutional codes, and turbo codes for short and medium code block lengths. Among LDPC codes the progressive edge growth (PEG) codes which are known to perform well for these lengths and LDPC protograph codes [5], called ARA-LDPC codes were used in the investigation. All LDPC codes were decoded using a conventional belief propagation algorithm. Additionally, non-binary LDPC code over GF(256) was used. Convolutional codes using m binary memory elements (m selected based on the delay requirement) with Viterbi algorithm were used in the comparison. We adopted this method, and carried out simulations for coding schemes PEG-LDPC, ARA-LDPC, GF(256)-LDPC, CC, and polar codes with block sizes of 16, 32, 64, 128, 256, and 512.

Figure 1 illustrates the required Eb/N0 and structural latency to achieve BER of 10-5. It is visible that convolutional codes achieve BER target with lowest structural latencies. Here, the best possible convolutional code was used for the given rate and structural delay. The performance of the polar coding is poor due to the fact that the simplest decoding algorithm was implemented.  Some gains can be expected with list-CRC decoding. However, processing latencies of list-CRC might not be suitable for achieving overall low latency. 
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Figure 1: Required SNR and the structural latency to reach BER of 10-5. For coding rate R = 0.5, block processing, and AWGN channel.
Observation 1: Convolutional codes have the best performance when very small structural latency is required. 
Proposal 1: As the next step of evaluations, structural latency should be considered for the URLLC coding candidates. 
Figure 2 shows the required Eb/N0 and frame (or block) length in order to reach FER of 10-3 with rate 0.5 codes over AWGN channel. A block of L information bits, where block and turbo codes L information bits and appropriate parity bits constitute a code word. For convolutional codes, the continuous decoded bit stream is divided into frames of length L and the frame is meant as erroneous if at least one bit is decoded in error.  
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Figure 2: Required SNR and frame length (L) to reach FER of 10-3. For coding rate R = 0.5, block processing, and AWGN channel.
The observations are quite similar to the previous scenario. However, it is visible that convolutional codes perform better than LDPC when the frame length is smaller. We can see a similar observation for other code rates in our simulation campaign given in [1]. When the block length increases, convolutional codes become more disadvantageous, and their performance decreases. 

Observation 2: Convolution codes have better performance for small block sizes. However, their performance is poor for moderate-to-large block sizes. 
Coming back to processing latencies, iterative decoding algorithms used in [1] are considered to have higher latencies compared to the Viterbi decoding of convolutional codes. Discussing performance degradation by limiting the number of iteration is also important when finalizing the coding scheme. Moreover, list decoder currently assumed in the performance evaluation is not showing any difference in terms of structural latencies. However, it is well understood that the list decoder often considered to be the quasi-optimal decoding method which does not have practical implementations with good latency numbers. A performance degradation is visible when lower list sizes are used [1].  

Proposal 2: Implementation related latency analysis is required to decide the number of iterations to be in turbo and LDPC decoding.

Proposal 3: Latency analysis of polar list decoder is required prior finalizing suitability of the polar list decoder for URLLC scheme. 

2.2	Channel coding for mMTC 
mMTC requirements are understandably quite different from the eMBB and URLLC usage scenarios. The key demands of the mMTC use case are mainly to design low complex/low-cost design which could operate for years while serving smaller throughput requirements. For many mMTC scenarios, the device might operate only with battery power and require to communicate over a longer period. Moreover, the cost of the device should be lower in order to deploy in massive numbers. In summary, we can identify these requirements as, 

1. Good error performance with low throughput
2. Simple implementation
3. High energy efficiency

Considering our analysis in [1], LDPC performed better for most of the block sizes and TBCC is better for lowest block size. TBCC with sub-optimal Viterbi decoding (existing implementation) does not provide a similar performance as LDPC when the info block sizes are larger than 40 bits. However, considering decoder complexities associated with turbo, LDPC, and polar codes, we should evaluate other aspects prior finalizing the coding scheme.
In general, NB-IOT also handles mMTC type of communications, where recently decided to use TBCC as the coding scheme. To support backward compatibility for NB-IOT, we might need to use the same coding scheme for mMTC scenario in NR. 
Proposal 4: Backword compatibility for the NB-IOT should be considered when finalizing mMTC coding scheme. 
3	Conclusion
In this contribution, we highlighted important aspect related to the URLLC and mMTC and provide evaluation guidelines for selecting the coding scheme. Some observations were made based on the structural latency analysis of candidate coding scheme for URLLC. The observations and proposals are, 
Observation 1: Convolutional codes have the best performance when very small structural latency is required. 
Observation 2: Convolution codes have better performance for small block sizes. However, their performance is poor for moderate-to-large block sizes. 
Proposal 1: As the next step of evaluations, structural latency should be considered for the URLLC coding candidates. 
Proposal 2: Implementation related latency analysis is required to decide the number of iterations to be in turbo and LDPC decoding.

Proposal 3: Latency analysis of polar list decoder is required prior finalizing suitability of the polar list decoder for URLLC scheme. 

Proposal 4: Backword compatibility for the NB-IOT should be considered when finalizing mMTC coding scheme. 
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