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Introduction
In this contribution, we present results for LDPC codes [1] decoded with both the sum-product (SP) algorithm and the normalized min-sum (NMS) algorithm. The SP algorithm has fairly high complexity, but can be treated as an upper bound on the decoding performance of LDPC codes for sum-product based algorithm, when more quasi-ML decoding algorithms like OSD are not considered. The NMS algorithm on the other hand has low complexity, but worse performance than the SP algorithm especially for low code rates. 
There are many different algorithms available also within the subset of min-sum algorithms. For example, results for the adjusted min-sum algorithm shown in [2] show that a modified min-sum algorithm with higher complexity than NMS but lower complexity than SP, can achieve almost as good performance as the SP algorithm. 
In addition to the performance of LDPC codes with different decoding algorithms we also show performance of Turbo codes. In the RAN1#85 meeting, we introduced Enhanced Turbo codes with a mother code rate of R=1/5 [3]. They were further enhanced by performing tail-biting encoding instead of trellis termination in [4]. 
In this contribution, we investigate the impact of decoding algorithms to LDPC code performance, and compare the LDPC performance to that of tail-biting turbo code (TBTC).

Performance Comparison
Three different LDPC base graphs are proposed in [1]. Base graph 1 and 2 are designed for eMBB, where base graph 1 is intended for longer block lengths and base graph 2 is optimized for shorter block lengths. For LDPC simulation, sum-product (SP) decoding and normalized min-sum (NMS) decoding with flooding and 30 iterations is used. This corresponds very closely to layered decoding with 15 iterations. The normalization factors have been optimized through simulations for each block length and code rate. The base graph and the normalization factor (NF) used for each simulation is stated in the legend. 

The Turbo code simulations use the Tail-Biting Turbo Codes (TBTC) proposed in [2], with a mother code rate of 1/5 for all code rates lower than 1/3 [1].  For turbo code simulation, the max-log-MAP with 0.75 scaling factor and 8 iterations is used.

Figure 1, Figure 2 and Figure 3 show the performance of the LDPC codes, both with SP decoding and normalized min-sum (NMS) decoding, versus TBTC. The codes have been evaluated for short block lengths and code rates ranging from 1/5 up to 8/9. LDPC base graph 1 and 2 are extended with additional parity bits to reach a lowest code rate of 1/4, which is slightly higher than the lowest native rate achieved with TBTC. For the LDPC codes presented here, code rate 1/5 is achieved through repetition of a few bits of the codeword designed for rate 1/4.

The simulation results show that the difference in performance between LDPC SP and LDPC NMS is very small for code rates around 2/3 and higher. For the lower code rates, the difference in performance is higher. The results also show that for lower code rates (e.g., rate ½ and lower), TBTC performs better than the LDPC for the tested range of 100<= k <= 1000 (bits), even when the SP algorithm is considered.

Since it has been agreed that LDPC codes should be used for eMBB data with larger info block size, some advantages have been identified to also use LDPC code for the short block sizes, including simpler specification, a single rate matching procedure, a single processing chain of any PDSCH and PUSCH transmission regardless of info block size, easier sharing of memory and logic even if two LDPC decoders are implemented. 

On the other hand, if a two code combo solution is acceptable for eMBB data, then turbo code should be selected for the short info block lengths. 

Observation 1 The low-complexity normalized min-sum algorithm achieves almost the same performance as the sum-product algorithm for code rates 2/3 and higher.
Observation 2 Tail-Biting Turbo Codes outperform LDPC codes for info block lengths k<=1000 bits, especially for code rates ½ and lower. 
Based on these observations we have the following proposal:

1. If a two code combo solution is acceptable for eMBB data, turbo Codes should be selected for eMBB data with short block length.
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[bookmark: _Ref465949833]Figure 1	Performance of the proposed LDPC code compared to TBTC for k=100.
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[bookmark: _Ref465949835]Figure 2	Performance of the proposed LDPC code compared to TBTC for k=400 bits.
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[bookmark: _Ref465949836]Figure 3	Performance of the proposed LDPC code compared to TBTC for k=1000 bits.
Conclusion

In this contribution, we compared the performance of LDPC codes with different decoders. In addition, we showed the performance of TBTC in comparison to LDPC. Based on the simulation results, we have the following observations and proposal:

Observation 1 The low-complexity normalized min-sum algorithm achieves almost the same performance as the sum-product algorithm for code rates 2/3 and higher.
Observation 2 Tail-Biting Turbo Codes outperform LDPC codes for info block lengths k<=1000 bits, especially for code rates ½ and lower.

1. If a two code combo solution is acceptable for eMBB data, turbo Codes should be selected for eMBB data with short block length.
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