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In RAN1#86-bis meeting, LDPC code is selected as the channel code scheme for large blocks of eMBB data channel: 
· Decision is based on an expectation that a LDPC decoding implementation can deliver 20 Gbps T/P within 1-mm2 die area. 
· No decision is made on which LDPC code is chosen. 
· Question is raised about whether a LDPC code supports both large and small blocks.   
Besides, over 60% companies in the industry expressed their preference for a hybrid channel coding scheme rather than a single LDPC code design and single decoder implementation during the meeting [1].
This contribution is a summary about analysis, evaluation and comparison of a single-LDPC code scheme and a hybrid LDPC/polar code solution. 
Requirements for Channel Coding Scheme
System Capacity & Coverage  
It is widely accepted that 20 Gbps T/P is a must-be requirement of NR eMBB data channel. Besides, NR will have more system capacity, larger coverage, and higher spectrum efficiency than LTE. Apparently, these parameters are more related to the performance and granularity of small blocks less than 200 bytes as analyzed in [2] 
Observation 1: Polar can achieve better coverage than LDPC.
Observation 2: The hybrid Polar+LDPC scheme has better system-level performance than LDPC-only scheme.
Observation 3: Polar scheme has higher spectral efficiency than LDPC, especially for low MCS levels. 
Summary-1:  The performance and granularity of small blocks are as important as high T/P of large blocks.  
Area & Energy Efficiency 
A NR terminal that delivers 20 times higher T/P than LTE (1Gpbs T/P) in a LTE die area requests a high area/energy efficient implementation in case of high decoding T/P. However, since high T/P cases are so rare in a real system, it makes more sense to have high area/energy efficiency for decoding small blocks. 
Summary-2: Area & energy efficiency of decoding implementation for a small block should be as low as for a large block.   
Investigation of LDPC Proposals   
Among many LDPC code proposals, there are two different LDPC design principles and different design targets:
Table 1	Two Different LDPC codes
	Design Principles 
	Design Targets
	Code Features

	Scheme-A.
Complex and flexible [3][4][5]
	Good performance on every bit granularity 
	-Multiple proto-graph: 3 in [6] and 4 in [5] 
-Optimized PCM (parity-check-matrix) for good performance [7][6]
-Long lifting sequence [6] 
- Large max. lifting values for high throughput: Zmax = 896 in [6]    
-Complex decoding algorithm such as AjdMS , Flood-BP, and OSD in [8][9]

	Scheme-B
Simple and compact [10][11]
	Peak T/P on area and energy efficient implementation
	-Simple proto-graph [11][10]
-Optimized PCM for simple interconnection [11]
-Modest max. lifting value (Zmax)
-Simple decoding algorithm such as LOMS and LNMS. 


Both [12] and [13] analyze the decoding implementation of the complex and flexible LDPC codes. 
Observation 4: Complexity of the “LadjMS” (LadjSP) decoding algorithm is much higher than LOMS or LNMS decoding ones, and it cannot overcome the sensitivity to the SNR estimation error.
Observation 5: A complex and flexible LDPC decoder on a block-parallel decoding architecture needs much more die area than IEEE802.11n LDPC one to deliver 20Gbp peak throughput.   
Observation 6: A complex and flexible LDPC decoder on a row-parallel decoding architecture needs much more die area than IEEE802.11ad or IEEE802.15.3c LDPC one to deliver 20Gbp peak throughput.   
Observation 7: The implementation complexity (area and power) of a flexible LDPC decoder increases with larger N and Zmax. The total QSN area cost is expected to grow even larger as a fully flexible QC-LDPC decoder is implemented to support any codeword lengths and code rates.
Observation 8: The maximum operating frequency, limited by the QSN, to affect the overall decoder throughput and increases the decoding latency.
Observation 9: From ASIC implementation point of view, the area of a flexible row-parallel implementation as published in [4] represents an obstacle.
The nonlinearly increasing complexity of the interconnection networks for a complex and flexible LDPC decoding implementation would present some challenges on the die area and timing closure so that the area and energy efficiency targets may not be achieved or have been chip-proven. For example, at least 3~ 4 independent decoders are needed to provide ~20 Gbps T/P according to [3]. And the number of the multiplexers in the route-network and shift-network in [4] is 34.7 times than those in an IEEE802.15.3c LDPC decoding implementation. 
In contrast, the analysis on a simple and compact LDPC decoding implementation is so straightforward, because many literatures and chip-proven solutions have reported their peak throughputs and high area & energy efficient implementation for IEEE802.11ad and IEEE802.15.3e LDPC decoders. So, a simple and compact LDPC code is able to provide over 20 Gbps T/P with sufficient high area and energy efficiency. However, based on the observations [23], a simple and compact LDPC code usually has poorer performance on some granularities than complex and flexible LDPC codes. 
According to [2], a fine-granularity support (good performance on every bit granularity) over large blocks have little impact on the over system capacity and coverage but would cost much more area and energy efficiency [12]. 
Summary-3: A simple and compact LDPC code is more realistic and achievable than a complex and flexible one for NB eMBB large blocks.     
Single-LDPC Coding Scheme
Even if proven to be realistic and achievable for large blocks, a simple and compact LDPC code is unsuitable for small blocks, due to its poor performance and coarse granularity [15][14]. 
Summary-4: A simple and compact LDPC code is not considered for eMBB small blocks for its poor performance and coarse granularity. 
Now, let’s consider the feasibility of a complex and flexible LDPC code to cover both large and small blocks: 
In a hardware implementation, its memory, interconnection, computational resources are configured for the worst case, that is,  20-Gbps T/P usually related to the longest blocks and highest code rates (eventually with IR-HARQ scheme). Then, it would become difficult for a hardware to switch off just a portion of the interconnection networks such as the route and shift networks in [4] and permutation network and internal memory in [3] to process a small block. Because these networks and internal memories dominate the die area and energy consumption of this decoder chip [12], the area and energy efficiency would stay quite low when the decoder was processing a small block. Unfortunately, small-block transmission takes over 60-80% traffic so that the average area and energy efficiency of this decoder chip would become quite low in most time. 
Summary-5: A complex and flexible LDPC code is not considered for eMBB small blocks for its low area and energy efficiency. 
Consequently, the optimal solution for LDPC codes for both large and small blocks would be: 
· one simple and compact LDPC code and its decoding implementation for large blocks to catch high T/P and area & energy efficiency 
· one complex and flexible LDPC code and its decoding implementation for small blocks to catch energy efficiency, performance, and granularity. 
Summary-6: An optimal solution for LDPC codes is a hybrid scheme that contains two different LDPC codes and two independent LDPC decoding implementations. But its uniformity advantage inevitably fades away.         
Hybrid Polar/LDPC Coding Schemes 
Since the optimal solution is actually a hybrid coding scheme with different LDPC codes and multiple decoders, the insistence in having one code scheme gives away to searching for a better channel code for small blocks.  
Performance
In [14] and [15], the BLER performance comparison among different LDPC codes and polar codes are compared in term of the code lengths and code rates. 
Observation 10: Polar PC-SCL8 outperforms the two LDPC candidates ([3] and [4]) for short block cases and low code rate cases.
Observation 11: Polar PC-SCL32 outperforms the two LDPC candidates ([3] and [4]) in all considered cases.
IR HARQ Scheme
In [16], an IR-HARQ scheme of polar codes for small blocks is proposed and simulated. In this IR-HARQ scheme, polar decoder combines the soft input LLRs from different transmissions to make use of the timing diversity just as IR-HARQ scheme of LDPC code [17].  
Observation 12: The IR-HARQ scheme of polar codes outperforms those of Turbo codes and LDPC codes for every (re-)transmissions, which results into throughput gain in the AWGN channel.  
Observation 13: The IR-HARQ scheme of polar codes outperforms the CC-HARQ scheme of polar code for every (re-)transmissions in case of small block length and low code rate. 
Observation 14: The IR-HARQ scheme of polar codes outperforms those of Turbo codes and LDPC codes for every (re-)transmissions in a fading channel.  
Implementation Complexity
In [12], the implementation complexity of polar decoder is detailed. 
Observation 15: The same Polar decoder architecture is flexible to support different numbers of parallel codewords, codeword lengths (N) and list sizes (L).
Observation 16: Polar decoder’s processing elements utilizations remains at 100% for smaller codeword lengths and / or list sizes.
Observation 17: Overall implementation complexity of SCL decoder with list size 32 for Nmax = 8K codewords is less than a flexible OMS LDPC decoders with 2x parallelism.
Observation 18: Flexible SCL decoder with list size 32 for Nmax = 8K is implementable.
Observation 19: With a size of 0.44mm2 in 14nm, Huawei’s flexible decoder hardware complexity is less than 1% of the average size ASIC survey, the flexible Polar decoder implementation is obviously realistic.
Observation 20: PC-SCL Polar decoder supports all information bits (K) values <= 1024 bits with list size of 32 for eMBB data channel.
Observation 21: PC-SCL Polar decoder supports all codeword lengths and code rates with list size of 32 for eMBB control channel.
Control Channel 
In [18], the feasibility of LDPC and polar code are analyzed and evaluated. 
Observation 22: 
· Across all block length (8,16,32,48,64,80,120,200) and all code rate (2/3,1/2,1/3,1/6,1/12) 
· Polar(L=32) outperforms TBCC/E-TBCC;
· Polar(L=8/32) outperforms LDPC;
· At block length=16,64,80,120,200 and all code rate (2/3,1/2,1/3,1/6,1/12)
· Polar(L=8) outperforms (or performs similarly as) TBCC/E-TBCC;
· At block length=32,48 and low code rate (1/6,1/12)
· Polar(L=8) outperforms (or performs similarly as) TBCC/E-TBCC;
Observation 23: Polar code has similar or even better false-alarm and missing-detection rates than TBCC code.
Observation 24: The inherent parity check capability of LDPC is limited and not stable for whole working range.
Observation 25: ASIC evaluation shows that, Polar with list decoding can easily fulfill the latency requirement for NR control channel;
[bookmark: _GoBack]Observation 26: Polar codes have stable performance over the block length range with fine granularity.
Since the control channel and eMBB small blocks can share one polar decoding implementation, the area efficiency with polar code would be further enhanced vs. LDPC code. 
URLLC scenarios 
In [19], the feasibility of LDPC and polar code are analyzed and evaluated. 
Observation 27: Polar outperforms other codes for all block lengths and code rates of URLLC..
Observation 28: Polar codes have stable performance over the block length range with fine granularity. 
Observation 29: It is mathematically proven and verified by the simulation that polar codes has no error floor.
Observation 30: The decoding latency of a PC-SCL List 16 decoder reaches the decoding latency target in the case of the lowest code rate and the longest block length in the URLLC channel.
Summary-7: A polar code is more suitable for eMBB small blocks than a complex and flexible LDPC code. It is suggested to have a simple and compact LDPC for large block and polar code for small blocks.  
E-Turbo and OSD 
Some companies propose to enhance the Turbo codes [20]. In [21], we find:  
Observation 31: The performance of the e-Turbo MLM decoder is worse than polar SCL decoder.
Observation 32: The performance of e-Turbo MLM decoder is even worse than LTE Turbo decoder at R-1/3. 
Conjecture 1: Granularity is compromised to have more coding gain.  
Conjecture 2: E-Turbo has problem to support IR-HARQ scheme.  
Summary-8: Due to the missing more details about this enhanced turbo code, we are concerned about the granularity and IR-HARQ of this enhanced Turbo code; and polar code has better performance than E-Turbo code.   
Some companies propose to use OSD for LDPC code or Turbo code. In [22], we find:  
Observation 33: BCH and RM code have very limited flexibility, also the complexity and implementation is big issue even for small block length.
Observation 34: Only OSD of order 1 is acceptable from the complexity point of view for K<=100.  
Observation 35: Short polar codes under SCL decoding have similar or better performance than OSD of order 4 or 5, while the complexity of SCL decoding is significantly lower.
Summary-9: OSD is too complex to be considered and its performance is related to the order of OSD. 
  
Conclusion 
Summary-1:  The performance and granularity on small blocks are as important as the peak T/P on large blocks.  
Summary-2: Area & energy efficiency of decoding implementation for a small block should be as low as for a large block.   
Summary-3: A simple and compact LDPC code is more realistic and achievable than a complex and flexible one for NB eMBB large blocks.     
Summary-4: A simple and compact LDPC code is not considered for eMBB small blocks for its poor performance and coarse granularity. 
Summary-5: A complex and flexible LDPC code is not considered for eMBB small blocks for its low area and energy efficiency.
Summary-6: An optimal solution for LDPC codes is a hybrid scheme that contains two different LDPC codes and two independent LDPC decoding implementations. But the uniformity advantage inevitably fades away.
Summary-7: A polar code is more suitable for eMBB small blocks than a complex and flexible LDPC code. It is suggested to have a simple and compact LDPC for large block and polar code for small blocks.
Summary-8: Due to the missing more details about this enhanced turbo code, we are concerned about the granularity and IR-HARQ of this enhanced Turbo code; and polar code has better performance than E-Turbo code.   
Summary-9: OSD is too complex to be considered and its performance is related to the order of OSD.   
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