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Introduction
In general, V2V/V2X traffic congestion is due to large amount of message transmissions on a limited set of available resources. This gives rise to transmission collisions among UEs trying to access the same set of resources and thus degrading link level performances in terms of decoding reliability and success rate. In such condition, the system at worst can no longer be able to operate efficiently and reliably as the congestion will introduce additional message delivery latency and carry only higher priority messages due to newly agreed transmission resource (re)selection scheme for V2V. Therefore, it is essential to further enhance the existing resource (re)selection scheme to relieve and best to prevent transmission congestion for V2X traffic.
Relating to V2V transmission resource (re)selection procedure, it is agreed in RAN1#86 [1] that UE will exclude resources from consideration if they are reserved/indicated by decoded SAs and at the same time the associated PSSCH-RSRP measurement is above a certain threshold, which is to be determined by the priority level of the transmitted and its own TBs. Consequently, there will be a limited amount of suitable resources that a UE could use for message transmission and the amount would be smaller if channel/resource pool is more congested. As such, RAN1#86 further agreed [1] that if the number of remaining suitable resources is smaller than [20]% of the total resources within the selection window, the UE will increase the thresholds by [3]dB until the number of remaining resource is larger than [20]%. It should be noted that, although the [20]% value is to be confirmed, this resource selection mechanism essentially is a greedy algorithm where it almost guarantees that a message TB will be transmitted as long as there is another TB with same or lower priority level. And hence resource pool/channel congestion is not relieved and congestion control mechanism(s) is needed to resolve this capacity issue and to minimize resource collisions.
In this contribution, we firstly look at operating scenarios/conditions where message traffic congestion is likely to occur with distributed type scheduling (i.e. Mode 4) of Configuration 1 in [2] for both single carrier and multi-carriers cases. We then provide discussions on a simple performance metric for measuring traffic congestion level and possible congestion control mechanisms and traffic offload (load balancing) schemes that can be considered for different congestion scenarios. Discussions on congestion control involving both eNB assisted scheduling (Mode 3) and distributed scheduling (Mode 4) for PC5-based V2X are provided in a companion contribution [3].
Discussion
2.1 Traffic congestion in different operating scenarios
During the V2V work item, deployment configuration considered so far for the distributed type scheduling (Mode 4) has been mainly focusing on a single carrier case over the dedicated ITS spectrum (e.g. 5.9GHz frequency band). In such scenario, it is clear the amount of available resources is very limited on just one carrier having 10, 15 or 20MHz bandwidth. If this carrier is being shared/partitioned by multiple operators, the total amount of resources per operator is further reduced. For the current V2X work item, it is understood that additional deployment scenario where V2X messages over PC5 interface may be transport over the operator’s carrier (i.e. serving cell UL resources). In this case, the amount of available PC5 resources would be also very limited as being shared with WAN UL transmissions. Furthermore, with the agreed geographical based resource allocation to counter near-far effect, resources are further divided based on UE location.
In summary, for the operating scenario with single carrier only, it is evident that V2V/V2X traffic congestion is purely due to limited amount of available resources that are (pre)configured on that carrier. In addition, traffic congestion is expected to be worsen and more likely to occur when radio resources are further partitioned by
· Multiple operators on dedicated ITS carrier
· Sidelink and Uu (WAN UL) transmissions on operator carrier (serving cell)
· Geographical based resource allocation
· Separate resource pool for V2X, I2X and P2X
· Large sub-channel size
Observation 1: In operating scenario with single carrier only, traffic congestion is mainly due to limited amount of resources and it is worsen when resources are further partitioned by
· Multiple operators on dedicated ITS carrier
· Sidelink and Uu (WAN UL) transmissions on operator carrier (serving cell)
· Geographical based resource allocation
· Separate resource pool for V2X, I2X and P2X
· Large sub-channel size
In another operating scenario where multiple carriers have been allocated / (pre)configured for PC5-based V2X, although the exact operation for this multi-carrier case has not been finalised and extensively discussed in the past, it is reasonably fair to assume radio resource capacity is not the main issue. However, the key questions to address here is how to prevent V2X traffic congestion from occurring and how to offload / perform load balancing if congestion does occur on a carrier. To this end, we identified (at least) the following operating scenarios that may cause some carriers/resource pools to be heavily congested and others are underutilised:
1. Majority or all UEs having the same default carrier or resource pool for transmission
a. This may be quite common as many UEs are subscribed to the same service(s) to minimise processing effort
2. Carriers are being added / activated one by one (by eNB) as needed
a. To minimise the amount of monitoring and processing at the UE to prolong battery life
While it is generally understood and expected multi-carrier operation will increase the burden of UE processing complexity and power consumption (hence not preferred), these setting and operation could be desirable from UE implementation and battery power consumption perspective.
Observation 2: For multi-carrier operating scenario, it is important to prevent traffic congestion as well as finding a mechanism to perform offloading / load balancing among “activated” carriers when congestion does occur.
Observation 3: Although UEs having the same default carrier/resource pool for transmission and additional carriers are added/activated only when needed are the sources of traffic congestion, but at the same time they are useful and desirable from minimising UE processing complexity and power consumption perspective.
2.2 Congestion level measurement metric
As the first step, in order to detect traffic congestion in certain resource pool(s), carrier(s) or resources within the transmission resource (re)selection window, some form of sidelink channel measurement would be needed to identify and quantify the congestion level. Aligning with the agreed transmission resource (re)selection mechanism, which is based on SA decoding, PSSCH-RSRP measurement and configurable thresholds according to packet priority level, the congestion level measurement or Resource Utilisation Rate (RUR) can be easily defined for LTE-based V2X as
RUR = 1 – (remaining suitable resources / total available resources within measurement window),
where the measurement window can be the same as the selection window in the transmission resource (re)selection procedure on the default pool or carrier. Otherwise, it can be self-determined or indicated/triggered by eNB for measurement on another pool or carrier.
Proposal 1: To introduce Resource Utilisation Rate (RUR) measurement metric to reflect congestion level of a resource pool or PC5 carrier as
RUR = 1 – (  ) %
where the measurement window can be the same as the selection window in transmission resource (re)selection, self-determined or indicated by eNB.

2.3 Possible congestion control mechanisms
Up to RAN1#86, congestion control mechanisms considered so far [4] – [8] have been mainly focused on single carrier case with possibly only one resource pool being configured for V2V transmission. These mechanisms are essentially decentralized type of congestion control (DCC) [5] where almost all congestion relieve behaviors and transmission parameters adoption can be taken and decided by Tx UE itself. To certain extent, these mechanisms may be sufficient in mitigating the effects of traffic congestion given that there is only very limited resources on one single carrier and if all resources are already configured for transporting V2X message TBs. However, as discussed and identified in Section 2.1, there are other scenarios where congestion could also occur involving single carrier and multi-carrier operations. In the following, we provide and discuss some possible congestion control mechanisms that could be suitable and useful under different operating scenario.
1. DCC based - transmission parameters adaption
This type of congestion control scheme, as have been widely discussed in the past, it seeks to relieve traffic congestion by occupying less radio resources and power to transport messages from Tx UEs so that resources can be “freed-up” in order to accommodate more message transmission from other UEs. This working principle is based on observation of traffic congestion level and coupling with packet priority level. Possible transmission parameters that could be adjusted include:
· MCS and number of PRBs: By using higher order modulation and coding rate, number of PRBs required to transport a message can be reduced. However, the required SNR at RX UE would be also need to be higher in order to decode the packet successfully.
· Reduce re-transmissions: Effectively the second transmission of the same TB is eliminated to save resources, thus more opportunities for others to transmit. Since no combining is possible at RX UE, the required SNR would need to be higher to decode the packet from the first transmission.
· Reduce TX power: therefore less interference to others and higher resource reuse factor from the reduced coverage. Similar to the “reduce re-transmission” scheme, it would then require RX UEs to be in good geometric (with high SNR) to decode packets. It is therefore not suitable to reduce TX power and reduce re-transmission at the same time. Since the “reduce Tx power” scheme would still provide the combining and diversity gains from having the re-transmission, this scheme is preferred over the “reduced re-transmissions”.
· Dropping transmission: would definitely save resources and cause less collisions. But it would be sensible to drop only low priority messages (e.g. CAM) and keep higher priority ones (e.g. DEMN). This, however, is possibly for UE upper layers to make this decision.
· Reduce transmission rate: Similar to “dropping transmission”, resources are saved from transmitting less packets (e.g. 100ms to 200ms) and thus to accommodate more UEs. Again, this should only apply to lower priority messages and up to UE upper layers to decide. Since “reduce transmission rate” and “dropping transmission” are essentially the same, it is sufficient to adopt just one of them. We have some preference of adopting the “reduce transmission rate” since the other one “dropping transmission” may cause wastage on future resource been booked but not utilised. 
Overall, if there are no other options, we consider this scheme is useful to relieve traffic congestion despite its associated drawbacks of degraded link level performance, reduced coverage and packet dropping. Particularly, we see this scheme can be useful in single-carrier operation to provide an immediate and temporarily relieve to traffic congestion, where a longer term solution e.g. reconfiguration of resource pool or activation of additional carriers may not be readily available.
Furthermore, since the transmission parameters adaption scheme should be only considered as a temporary congestion relieve scheme, a longer term solution should put in place by eNB e.g. adding more resources. Therefore, the RUR congestion measurement metric discussed in Section 2.2 should be made available to eNB. And this measurement reporting could be configured periodically for Mode 3 UEs or triggered by eNB for Mode 4 UEs. In any case, for Mode 3 UEs, congestion reporting is necessary in order for eNB to appropriately adjust MCS, number of PRBs, re-transmissions and TX power.
Observation 4: If no other congestion relieve mechanism is readily available, transmission parameters adaption scheme can be useful to provide an immediate but temporarily relieve to traffic congestion. And out of all different transmission parameters that are adjustable, we see only “reduce TX power” and “reduce transmission rate” can be considered, as other parameters provide essentially same functionality or significantly degrades link level performance.

Proposal 2: The RUR congestion measurement metric should be made available to eNB. And this measurement reporting could be configured periodically for Mode 3 UEs or triggered by eNB for Mode 4 UEs.
2. Resources sharing based
As previously discussed in Section 2.1, available radio resources for transporting V2X messages may be partitioned on a single carrier due to multiple operators, multiple sidelink resource pools, geo-location based resource zoning  and even large size sub-channels where certain resource pools, zones or (lower-)portion of sub-channel may be underutilised while others are heavily congested. As such, it may be worthwhile to consider a resource sharing scheme to relieve traffic congestion, distribute uneven loads and better utilised overall available resources for sidelink V2X, where reconfiguration of sidelink resource pools may not be readily available (due to slow process) or even possible in some cases such as multi-operators and geo-location based resource zoning.
Therefore, resource sharing could be done in a dynamic manner to provide an immediate action that a TX UE could take as soon as high congestion level is observed on a certain carrier or its original allocated resource pool or zone, without having to go through the process of congestion level measurement reporting and resource pool reconfiguration. To enable this dynamic resource sharing, one could consider defining a share region within a resource pool or zone where only the resources within the share region (including both SA and Data) can be used by “guest” UEs. The remaining resources are still preserved and usable for the original purpose. Alternatively, an entire resource pool or zone could be made available for sharing to allow maximum flexibility in resource (re)selection by “guest” UEs.
Furthermore, the resource sharing based scheme can also work together with other congestion control mechanism like reduced TX power when transmitting messages in a resource pool of a different geo-location zone to minimise the near-far effect.
Observation 5: Dynamic sharing of resource pools or portion of a resource pool can be an effective as a congestion control scheme to distribute uneven loads in scenarios where multiple resource pools/zones are configured and cannot be easily or even possibly be reconfigured.
Observation 6: Dynamic resource sharing based scheme can work well with other congestion control mechanism like reduced TX power to minimise near-far effect.
3. Resources addition based
As a last resort, additional resources for transporting V2X messages over PC5 can be added to relieve traffic congestions. The additional resources may come from:
Reconfiguration of resource pools
· It is expected that dedicated ITS carriers for ITS will have pre-configured resource structure and pools to ensure inter-operability among all UEs. Additionally, the channels on dedicated carriers may be shared inter-PLMN and/or IEEE 802.11p co-existence, so it is likely not possible to reconfigured dedicated ITS carriers to increase or decrease resource pool sizes.
· Resource pool reconfiguration is always possible for operator specific carriers on UL carriers/subframes as a longer term solution. However, this needs to be based on RUR measurement reporting from UEs in order for eNB to determine whether and how much additional resources.
Adding multi-carriers
· On the other hand, although resource pools may not be reconfigurable on dedicated carriers, additional ITS carriers/channels could be “added/removed” or “activated/deactivated” by eNB as required to accommodate traffic demand.
· Use less carriers to save UE monitoring/processing and power consumptions.
· All these decisions by eNB should be also based on RUR measurement reporting from UEs.
· Load balancing between multi-carriers
· As discussed previously, the dynamic sharing based mechanism can be extended to multiple carriers as well.
· For the multi-carrier case, possibly need to indicate CIF or resource pool ID in the SA for indicating the location for the second transmission.

Observation 7: Enlarging resource pool(s) by reconfiguration and adding/activating additional carriers by eNB should be considered as longer term solution to congestion control and prevention. And this decisions by eNB should be based on congestion level measurement reporting (RUR) from UEs.
Observation 8: Dynamic sharing scheme for single-carrier can be also extended for multi-carriers case as a load balancing mechanism with possibly adding a pool ID or CIF in the SA.
Conclusion
In summary, we observe and propose:
Observation 1: In operating scenario with single carrier only, traffic congestion is mainly due to limited amount of resources and it is worsen when resources are further partitioned by
· Multiple operators on dedicated ITS carrier
· Sidelink and Uu (WAN UL) transmissions on operator carrier (serving cell)
· Geographical based resource allocation
· Separate resource pool for V2X, I2X and P2X
· Large sub-channel size
Observation 2: For multi-carrier operating scenario, it is important to prevent traffic congestion as well as finding a mechanism to perform offloading / load balancing among “activated” carriers when congestion does occur.
Observation 3: Although UEs having the same default carrier/resource pool for transmission and additional carriers are added/activated only when needed are the sources of traffic congestion, but at the same time they are useful and desirable from minimising UE processing complexity and power consumption perspective.
Proposal 1: To introduce Resource Utilisation Rate (RUR) measurement metric to reflect congestion level of a resource pool or PC5 carrier as
RUR = 1 – (  ) %
where the measurement window can the same as the selection window in transmission resource (re)selection, self-determined or indicated by eNB.
Observation 4: If no other congestion relieve mechanism is readily available, transmission parameters adaption scheme can be useful to provide an immediate but temporarily relieve to traffic congestion. And out of all different transmission parameters that are adjustable, we see only “reduce TX power” and “reduce transmission rate” can be considered, as other parameters provide essentially same functionality or significantly degrades link level performance.
Proposal 2: The RUR congestion measurement metric should be made available to eNB. And this measurement reporting could be configured periodically for Mode 3 UEs or triggered by eNB for Mode 4 UEs.
Observation 5: Dynamic sharing of resource pools or portion of a resource pool can be an effective as a congestion control scheme to distribute uneven loads in scenarios where multiple resource pools/zones are configured and cannot be easily or even possibly be reconfigured.
Observation 6: Dynamic resource sharing based scheme can work well with other congestion control mechanism like reduced TX power to minimise near-far effect.
Observation 7: Enlarging resource pool(s) by reconfiguration and adding/activating additional carriers by eNB should be considered as longer term solution to congestion control and prevention. And this decisions by eNB should be based on congestion level measurement reporting (RUR) from UEs.
Observation 8: Dynamic sharing scheme for single-carrier can be also extended for multi-carriers case as a load balancing mechanism with possibly adding a pool ID or CIF in the SA.
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