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1. Introduction

At the 3GPP TSG RAN1 #86 meeting, the following agreement has been achieved [1]:
· Channel coding techniques for NR, should support the following:

· Info block size K flexibility: 

· Granularity at lower end of range of K = [D1] bits

· D1 may be different for control and data channels

· FFS whether D1 may be different for different code rates

· FFS whether the granularity is coarser at higher values of K 

· Shortening (i.e. assigning info bits to known values, e.g. 0) may be used to provide info block size flexibility 

· Codeword size flexibility: 

· Basic code design with rate matching (i.e., puncturing and/or repetition) supports 1-bit granularity in codeword size

In this contribution, we discuss the flexibility of LDPC codes for NR. In section 2, we show how to support info block size flexibility. In section 3, we analyze the influence of LDPC base matrix on hardware overhead. In section 4, we present a flexible and low complexity LDPC base matrix design.
2. Flexibility of LDPC
According to LTE standard of TS36.213, for LTE turbo codes, TBS gaps between two adjacent TBS include 8, 16, 32 and 64 when TBS≤6144. For the smallest TBS range when TBS≤6144, TBS gap between two adjacent TBS is 8. For the largest TBS scope when TBS≤6144, TBS gap is 64. According to the contributions related to QPP interleaver, it is known that the TBS gap is related to the supported parallelism of turbo decoder. That is to say, the parallelism of LTE turbo decoder is 8, 16, 32 and 64. 
It is believed that LTE TBS granularity is enough for NR eMBB. For NR eMBB channel coding, a much higher throughput should be supported. As a consequence, a higher parallelism should be supported. So it is preferred that TBS gap of NR channel coding should be 8, 16, 32, 64, 128 or 8, 16, 32, 64, 128, 256 or 16, 32, 64, 128 or 16, 32, 64, 128, 256 when there is one code block for one TB.
Proposal 1: It is preferred that TBS gap of NR eMBB channel coding should be 8, 16, 32, 64, 128 or 8, 16, 32, 64, 128, 256 or 16, 32, 64, 128 or 16, 32, 64, 128, 256 when one TBS is one code block.

For LDPC codes, the TBS gap of LDPC codes is also related to the supported parallelism of LDPC codes, NR LDPC should have the capability to support higher parallelism. When TBS≤ Kmax, wherein Kmax is the maximum allowable code block size of NR LDPC, it is suggested that TBS gaps between two adjacent TBS should not be smaller than 8, 16, 32, 64. For the smallest TBS range, it is suggested that TBS gap should be 8 or 16. For the largest TBS scope, it is suggested that TBS gap should be larger than 64 such as 128 or 256 as higher parallelism levels should be supported to satisfy the requirement of high throughput for NR.    
For LDPC codes, if the parallelism is the power of 2, shift network can be implemented very efficiently such as banyan network.  Herein, it is suggest that 256 can be selected as the maximum parallelism to make NR LDPC have the capability to support very high throughput. In order to support flexible code size, the potential parallelism for different code sizes should be 2K, with k=1, 2, 3, 4, 5, 6, 7, 8. Furthermore, it is suggested that the lift size of NR LDPC has the form of N*2K, where N is a positive integer. As a result, the lift size of NR LDPC can be derived as the sequence {2 4 6 8 10 12 16 20 24 32 40 48 64 80 96 128 160 192 256 320 384 512 640 768 1024 1280}. For example, if the number of information columns Kb of LDPC base matrix is equal to 8, the supported TBS without any padding bits can be derived as the sequence {16  32  48  64  80  96 128 160 192 256 320 384 512 640 768 1024 1280 1536 2048 2560 3072 4096 5120 6144 8192}.    
Figure 1 gives an example that if the lift size is larger than the maximum parallelism of 256, it can be supported by using multiple words. Here the lift size is N*2K, where K is set to 8, and the number of words changes from 2 to 5. If the lift size is smaller than the maximum parallelism of 256, it can be supported by using the part of the memory to reduce the parallelism level. The amount of the used memory depends on the codeword length. With such designed LDPC code structure, all TBS can be supported based on the inflexible LDPC decoder like IEEE 802.11ad with larger lift size of Z=256.

[image: image1.emf]One memory bank 

for one column of 

base matrix Hb

Word 0

Word 1

Word 2

Word 3

Word 4

256bits

2*2

K

4*2

K

3*2

K

5*2

K


Figure 1 Value of N of N*2K determined by the number of used words
Observation 1: If parallelism is the power of 2, then shift network of LDPC can be implemented by the most efficient network such as Banyan network. 

Observation 2: To support the same TBS granularity as LTE, basically not more than 12.5 percentage bits of information block needed to be padded. If 1 bit TBS granularity is assumed, not more than 25 percentage bits of information block needed to be padded, namely shortening. 

Observation 3: All TBS of flexible LDPC can be implemented based on the inflexible LDPC decoder defined by a base matrix Hb with a single lift size=256.

Proposal 2: It is suggested that the lift size of NR LDPC has the form of N*2K, where N is a positive integer and K=1, 2, 3, 4, 5, 6, 7, 8. 

3. Analysis on hardware overhead 
In this section, we compare the decoder’s hardware overhead of LDPC in [2] and of IEEE 802.11ad. We will see how the base parity check matrix (PCM) affects the decoder hardware overhead. 
The LDPC decoder includes memory, route network, shift network, CNU, controller and lines between them. Row parallel structure decoder can achieve high throughput with reduced complexity, which has been widely used by Gbps LDPC decoders, such as 802.11ad and 802.15.3c. We assume that decoder for [2] also use row parallel structure.  Figure 2 gives the illustration of row parallel decoder.
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Figure 2 row paralleled LDPC decoder

3.1. Route network
Route network is the interconnections between memory slices and CNU pins. The number of CNU input pins equals to the max row weight in base PCMs. The number of memory slices equals to the number of columns except that all degree one nodes can be regarded as a single slice. If the number of memory slices is large than that of the CNU pins, rout networks are needed for input & output. For example, route network for LDPC in [2] can be drawn as: 
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Figure 3 route network of decoder for LDPC in [2]
To perform row parallel decoding, there must be selection circuits for route networks. Without taking control into account, the complexity of section circuits can be roughly estimated by the amount of “2-1 MUX” circuit.  For each CNU, 248 “2-1 MUX” for 55 memories input to 30 CNU pins are needed and 223 only one “2-1 MUX” as enabler are needed for CNU writing back to memories. Due to the large size of base PCM in [2], the route network is very complex. 
However, route network is not always that complex. Figure 4 gives an illustration of IEEE 802.11ad’s route network. It can be very simple due to its small base PCM. There are only 16 columns in the base PCM, which means each pins of CNU uses only one “2-1 MUX” as enabler and a dedicated connection to one of the 16 memory slices. 
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Figure 4 route network of decoder for IEEE 802.11ad’s LDPC
Observation 4: The hardware overhead of route network is affected by the number of columns in base matrix. Small size of base matrix can employ simple route network by directly connect each memory slice with a dedicated pin of CNU.
3.2. Shift network
Shift network can be realized by one of the 3 well-known switches “Banyan switch”, “Benes switch” or “QSN switch ” [3]. 
Figure 5 gives the illustration of these switches. Banyan switch can support a single lift size with arbitrary shift values. One Banyan switch contains log2(PM)  stages and PM* log2(PM) “2-1 MUX” per bit width, where PM denotes the maximum parallelism level. Benes and QSN switches are more flexible and complex than Banyan switch. They can support arbitrary lift size and shifting values. One Benes switch contains 2*log2(PM)-1 stages and PM*(2*log2(PM)-1) “2-1 MUX” per bit width, while one QSN switch contains log2(PM)+1 stages and PM*(2*log2(PM)-1)+1 “2-1 MUX” per bit width. 
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	(a) Banyan switch
	(b) Benes switch
	(c) QSN switch


Figure 5 switches for shift network
In [2], the different values of lift size are {21, 42, 84, 128, 168}, which cannot be supported by Banyan switch, Benes or QSN switch should be considered. However, in 11ad, the lift size is fixed to 42. Therefore, Banyan switch can be used for decoding 11ad’s LDPC. 
The total number of shift networks is related to pins of CNU. However, if the last shift values in the heaviest rows equal to zero, the shift network connected to the last pin of CNU can be saved. Therefore, there are 29 shift networks in the decoder for [2], while 16 shift networks in the decoder for 11ad’s LDPC.
Observation 5: The complexity of shift network is related to the type of switches and the maximum parallelism level. Using Banyan switch can reduce the complexity of shift network.
3.3. Check node function unit
A CNU can be composed by multiple basic circuits as “comparison”, “select (2-1 MUX)”, “addition”, and “scale” circuits. The inner structure of CNU is shown in Figure 6. Complexity of CNU is related to the number of input pins of CNU.
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	(a) CNU
	(b) basic components


Figure 6 inner structure of CNU
For base PCM with large size, the number of input pins equals to the max row weight. For base PCM with small size, the number of input pins equals to the number of memory slices, which is counted by columns in base PCM. Note that all degree one nodes is merged to a single memory slice.
As for [2], each CNU has 30 input pins, and there are 57 “comparison”, 86 “select (2-1 MUX)”, 60 “addition”, and 4 “scale” circuits in it. As for 11ad’s LDPC, each CNU has only 16 input pins, and there are only 29 “comparison”, 44 “select (2-1 MUX)”, 32 “addition”, and 4 “scale” circuits in it.  
Observation 6: CNU for base PCM with large size is more likely to have higher hardware overhead than the CNU for small size base PCM.
3.4. Memory
The amount of memory includes the LLRs storage and metric storage which is related with maximum codeword length and maximum parallelism level respectively. Based on the survey of open literature, we can see that the percentage of memory area can be varied from 26.67% [4]  to 64.7% [5] with codeword length of 2304 and 1944 respectively, mainly because of the varied percentage of route/shift networks and CNUs. 
As shown in Figure 7, though the percentage of memory in total hardware area is varied, the sheer amount of memory will not change a lot if the maximum codeword length were determined. Therefore, the main difference of complexity is the overhead of networks and CNUs rather than memory.
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	Figure 7 Percentage of memory in total area


4. Complexity of flexible LDPC 
IEEE 802.11ad’s LDPC is regarded as “inflexible” because it has only 3 code rates and one codeword length. The lowest code rate of 11ad’s LDPC is 1/2. Although it is inflexible, the decoder is efficient.
In [6], we propose an 11ad-like base PCM design, which has 26 columns for all code rates. The number of rows is up to 18, which means the lowest code rate is 8/26. Note that the increase of rows will not increase the decoder’s hardware overhead because of the row parallel structure. The effect of increasing number of rows in the base PCM might be reflected in the reduction of throughput. However, high throughput is not typically required by low code rate scenario. 
The total memory slices for the proposed base PCM is 14. The maximum row weight of the base PCM is 10. Since the number of memory slices and row weight is comparable to that of 11ad’s LDPC, similar but simpler route network can be employed. CNU of the proposed base PCM has 14 input pins, and each of them has a dedicated connection to one of the memory slices as shown in figure 8.
[image: image12.png]



Figure 8 route network of decoder for proposed LDPC in [6]
Furthermore, in the proposed LDPC design, parallelism level always equals to the power of 2, the shift network can be implemented by the efficient Banyan switch. 
Table A_1, A_2 and A_3 in appendix gives the hardware overhead of route network, shift network and CNU respectively. Figure A_1 gives the sum of hardware overhead for the above components in decoder. We can see that decoder of the proposed flexible LDPC in [6] can achieve an even lower complexity compared to efficient 11ad’s codes. Thus we have the following observation and proposal.
Observation 7: The size of base PCM affects the hardware overhead of LDPC decoder. The large size of PCM increases the implementation complexity.
Proposal 3: Small size of base parity check matrix should be considered for eMBB LDPC design to reduce the decoder’s implementation complexity.
5. Conclusion
For flexible LDPC design, we have the following observations and proposal:
Observation 1: If the parallelism is the power of 2, then shift network can be implemented by the most efficient network such as Banyan network. 

Observation 2: To support the same TBS granularity as LTE, basically not more than 12.5 percentage bits of information block needed to be padded. If 1 bit TBS granularity is assumed, not more than 25 percentage bits of information block needed to be padded, namely shortening. 

Observation 3:  All TBS of flexible LDPC can be implemented based on the inflexible LDPC decoder defined by a base matrix Hb with a single lift size=256.

Observation 4: The hardware overhead of route network is affected by the number of columns in base matrix. Small size of base matrix can employ simple route network by directly connect each memory slice with a dedicated pin of CNU.
Observation 5: The complexity of shift network is related to the type of switches and the maximum parallelism level. Using banyan switch can reduce the complexity of shift network.
Observation 6: CNU for base PCM with large size is more likely to have higher hardware overhead than the CNU for small size base PCM.
Observation 7: The size of base PCM affects the hardware overhead of LDPC decoder. The large size of PCM increases the implementation complexity.
Proposal 1: It is preferred that TBS gap of NR eMBB channel coding should be 8, 16, 32, 64, 128 or 8, 16, 32, 64, 128, 256 or 16, 32, 64, 128 or 16, 32, 64, 128, 256 when one TBS is one code block.

Proposal 2:  It is suggested that the lift size of NR LDPC has the form of N*2K, where N is a positive integer and K=1, 2, 3, 4, 5, 6, 7, 8. 

Proposal 3: Small size of base parity check matrix should be considered for eMBB LDPC design to reduce the decoder’s implementation complexity.
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Appendix
1. The base parity check matrix of IEEE 802.11ad:
Code rate = 1/2;
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Code rate = 5/8;
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Code rate = 3/4;
[image: image15.png]19
30
31
22

41 22
0 s
18 23
4 3

40
33
1
31

41
22
21

39

14

6 28
42
20 32

15

4

18
28

-1

2
12
14

27
2
18

28
24

13

23

13




Coder rate = 13/16;
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.
2. Hardware overhead comparison of LDPC decoders for [2], IEEE 802.11ad and [6]
Table A1 Hardware overhead comparison of route network @ different Max parallelism level (PM)
	
	Number of “2-1 MUX” circuits/ bit width for [2]
	Number of “2-1 MUX” circuits/bit width for IEEE 802.11ad’s LDPC
	Number of “2-1 MUX” circuits / bit width for [6]

	PM= 256
	120576
	8192
	7168

	PM =128 
	60288
	4096
	3584

	PM=64
	30144
	2048
	1792

	PM=32
	15072
	1024
	896

	Number of stages
	9
	2
	2


Table A2 Hardware overhead comparison of shift network @ different Max parallelism level (PM)*
	
	[2]
	IEEE  802.11ad’s LDPC
	[6]

	
	Number of “2-1 MUX” circuits/ bit width
	Number of stages
	Number of “2-1 MUX” circuits/bit width
	Number of stages
	Number of “2-1 MUX” circuits/bit width
	Number of stages

	PM= 256
	230460
	9
	61440
	8
	53248
	8

	PM =128 
	99900
	8
	26880
	7
	23296
	7

	PM=64
	42300
	7
	11520
	6
	9984
	6

	PM=32
	17340
	6
	4800
	5
	4160
	5


* Note that here QSN switch is used for the shirt network for [2], while banyan switch is used for 11ad and 
Table A3 Hardware overhead comparison of CNU @ different Max parallelism level (PM)**
	
	Number of “2-1 MUX” circuits/ bit width for [2]
	Number of “2-1 MUX” circuits/bit width for IEEE 802.11ad’s LDPC
	Number of “2-1 MUX” circuits / bit width for [6]

	PM= 256
	63214
	33395
	29135

	PM =128 
	31607
	16698
	14568

	PM=64
	15804
	8349
	7284

	PM=32
	7902
	4174
	3642

	Number of stages
	14
	11
	11


**Note that the ratio of ‘comparison: 2-MUX: addition: scale’ are set to 1:33:1:1.33:1.33.
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Figure A1 hardware overhead comparison for sum of route, shift network and CNU
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