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1
Introduction

In RAN1#68bis, the ePDCCH resource mapping was extensively discussed. No agreements were reached but the next steps on the resource mapping design were outlined as follows:

“Next steps:

· Consider how to handle mapping of ePDCCH in presence of other signals:

· Possible methods:

· puncturing of REs including coded symbols

· puncturing of REs from “(e)REG/(e)CCE”with rate matching in coding chain

· rate matching for coding chain together with mapping “(e)REG/(e)CCE” around the other signals
· Consider all other potentially colliding signals, including CRS, legacy control region, PSS/SSS, PBCH, PRS, CSI-RS, DM-RS

· Then consider “(e)REG/(e)CCE” definitions 

· Then determine necessary aggregation levels and relationship to localised and/or distributed transmission. 

· Consider whether multiplexing of localised and distributed ePDCCH parts is needed in same PRBs

· Study “fallback” operation and need for localised and distributed USS candidates in same subframe”

In this contribution we discuss the (e)REG/(e)CCE definitions. In the companion contribution [1] we have discussed the mapping of ePDCCH in presence of other signals.
2
eCCE and eREG definition
Possible definitions of eCCE and eREG have been addressed in numerous contributions. Basically, similarly to the concept of CCE in case of PDCCH, one eCCE would comprise the basic unit out of which the ePDCCH search space will be constructed using aggregation of one to several eCCEs.

The concept of eREG is basically intended for splitting one eCCE into smaller pieces in order to enable distributing the eCCE over multiple frequency locations (PRB pairs) in order to allow frequency diversity gains. It has been shown in for instance [2]

 REF _Ref315093771 \r \h 
[3] that at least a frequency diversity order of four is needed. On the other hand, distributing one ePDCCH over more than four PRB pairs could imply high resource consumption also in cases where only a small number of ePDCCHs is transmitted which may be undesirable. Anyhow, our view is that it should be possible to divide each eCCE into at least four eREGs.
In [1] we have discussed the resource mapping for ePDCCH. The options there for mapping ePDCCH in presence of other signals were listed as follows:
· Scheme 1: Puncturing of REs including coded symbols
· Scheme 2: Puncturing of REs from “(e)REG/(e)CCE”with rate matching in coding chain
· Scheme 3: Rate matching for coding chain together with mapping “(e)REG/(e)CCE” around the other signals

The two first methods imply fixed eREG/eCCE mapping independently of configuration of other signals. In [1] we concluded that such mapping is required due to ambiguities in eREG/eCCE mapping that may arise otherwise. Since the eREG/eCCE mapping is fixed, basically the number of eCCEs/eREGs per PRB pair is also fixed. In [1] we have proposed that ePDCCHs are rate matched at most only around UE-specific REs, whereas puncturing should be applied in case of other signals (if not in case of all signals). Hence, each PRB pair should be able to carry up to four localized eCCEs to keep ePDCCH resource efficiency high enough. With four eCCEs per PRB pair and at least four eREGs per eCCE we reach the conclusion that each PRB pair should contain at least 16 eREGs.
Proposals:

· The REs in each PRB pair are divided into N non-overlapping resource element groups (eREG).
· N is fixed and N>=16 (exact N FFS).

· An eCCE is formed from multiple eREGs:

· In case of localized transmissions, eREGs in the same PRB pair are used to form an eCCE.

· In case of distributed transmissions, eREGs in different PRB pairs are used to form an eCCE.

3
Mapping of eCCEs and eREGs
One aspect related to mapping of eREGs and eCCEs is whether the eREG resource mapping and eREG to eCCE mapping should allow mapping of (localized) eCCEs uniformly across the PRB pair, or whether for instance pure FDM –type of (localized) eCCE mapping would be enough. In [4] simulation results were presented that showed that with a pure FDM approach, there may be up to 2.0-2.5 dB differences between the performance of individual (localized) eCCEs. Such performance differences are obviously undesirable as these may complicate ePDCCH scheduling and link adaptation at the eNB side. Essentially the performance differences were due to channel estimation imperfections at PRB pair edge. 
We ran similar link-level simulations to study the issue further. Figure 1 illustrates the studied cases: In the first mapping, the eCCE is mapped in localized manner to the edge of the PRB pair, whereas in the second case the eCCE is mapped closer to the PRB pair center. Finally in the third case the eCCE is distributed all over the PRB pair. In all cases the eCCE size is 32 REs, hence there are no differences in the effective coding rate. Our simulation assumptions are listed in Appendix A.
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Figure 1. Mapping of the eCCEs in the simulated cases.

Our results are shown in Figure 2. In the right figure, we first compare the performance of eCCE mapped in localized manner to the PRB edge versus the performance of the eCCE mapped to the PRB center. As can be seen from the result, the performance difference is actually negligible 0.1-0.2 dB. In the left figure, we then compare the performance of an eCCE that is distributed uniformly over the PRB pair with an eCCE that is mapped in a localized way to PRB edge. Also here we see that performance differences are negligible. Hence overall we observe that with equal eCCE sizes, there are no significant performance differences between eCCEs within one PRB pair and from this perspective it does not seem to matter how the eCCEs can be mapped to resources.
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Figure 2. Performance of PRB center versus PRB edge eCCEs and localized versus distributed eCCE mapping.
However, the above results were based on equal size eCCEs, which is in practice difficult to achieve if the eCCEs are mapped in localized manner within the PRB pair (pure FDM). Obviously, changes in the coding rate due to different eCCE sizes could imply some performance differences between different eCCEs. However, distributing an eCCE across the whole PRB pair tends to even out the eCCE sizes to some extent, even though perfectly equal sizes in all cases obviously can not be achieved. This is illustrated in Figure 3. This would mean either that each eCCE is constructed in an interleaved manner out of rather small localized eREGs, or that eREGs themselves are distributed within the PRB pair.
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Figure 3. An example of localized eCCE versus distributed eCCE mapping within one PRB pair. Distributing one eCCE over the whole tends to even the eCCE sizes to some extent.
Observations:
· Equal size (localized) eCCEs have almost equal performance independently of resource mapping within the PRB pair.
· However, enabling distributing (localized) eCCEs within the PRB pair tends to even out eCCE size differences.

· From this perspective, small localized eREGs of size {1,2,4} REs could be beneficial. Alternatively, each eREG needs to be distributed within the PRB pair.

Based on the above, Figure 4 shows two examples of possible eREG mappings. In the first example, eREG is 4 REs and in the second example one eREG is 2 REs. The eREG to eCCE mapping can be done for instance in interleaved manner, for instance for 2RE eREG case the localized eCCEs can be mapped as in Figure 3 (right figure). Distributed eCCEs would be mapped to resources in the same way but eREG-level interleaving is done first (across multiple PRB pairs).

It is noted that these examples are with the assumption that also UE-specific RS are puncturing the REs (instead of using rate matching around UE-specific RS), but as mentioned in [1], eREGs/eCCEs could be also mapped around UE-specific RS as those are always present, even on the new carrier type.
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Figure 4. Some examples of possible eREG mappings.
4
Conclusions
In this contribution we have discussed the definitions for eREGs and eCCEs. Our proposals are as follows:
Proposals:

· The REs in each PRB pair are divided into N non-overlapping resource element groups (eREG).
· N is fixed and N>=16 (exact N FFS).

· An eCCE is formed from multiple eREGs:

· In case of localized transmissions, eREGs in the same PRB pair are used to form an eCCE.

· In case of distributed transmissions, eREGs in different PRB pairs are used to form an eCCE.

Regarding the exact mapping of eREGs and eCCEs, we currently do not have a very strong view. However based on the discussion we make the following observations that should be taken as guidelines for the eREG/eCCE resource mapping:
Observations:

· Equal size (localized) eCCEs have almost equal performance independently of resource mapping within the PRB pair.
· However, enabling distributing (localized) eCCEs within the PRB pair tends to even out eCCE size differences.

· From this perspective, small localized eREGs of size {1,2,4} REs could be beneficial. Alternatively, each eREG needs to be distributed within the PRB pair.
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Appendix A – Simulation assumptions

Our link simulation assumptions are listed in Table 1 below.

Table 1. Link simulation assumptions.

	Parameter
	Value

	System bandwidth
	10 MHz

	Carrier frequency
	2.0 GHz

	Antenna configuration
	2x2, Xpol

	Channel model
	SCM Urban Macro NLOS

	UE velocity
	3 km/h

	ePDCCH configuration
	Localized PRB allocation, no frequency domain scheduling

	Transmission scheme
	Closed-loop spatial multiplexing (CL-MIMO)

	Codebook for CL-MIMO
	Rel-10 codebook for 2-Tx

	PMI granularity
	Wideband

	PMI reporting delay
	5 ms

	PMI reporting periodicity
	10 ms

	Number of layers
	Fixed rank 1

	Modulation and coding
	QPSK modulation, coding rate according to CCE size and aggregation level

	CCE size
	32 REs

	DCI format and payload
	DCI 1A: 27 + 16CRC bits

	Number of allocated PRBs
	Aggregation levels {1,2,4,8}: {1,2,4,8} PRBs

	CSI-RS configuration
	2-Tx CSI-RS, 10 ms periodicity

	CRS configuration
	2 CRS ports

	DM-RS configuration
	Rel-10 DM-RS pattern AP7

	Channel estimation algorithm
	CSI-RS: Realistic channel estimation

DM-RS: Realistic channel estimation, no PRB-bundling


