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1 Introduction
At RAN#50 a study item (SI) on downlink multipoint transmission techniques was started [1]. The study item aims at quantifying the performance gains that can be achieved with multi-point transmission techniques as well as the potential network and UE impact. One of the techniques that have been proposed is Single-Frequency Dual-Cell HSDPA (SF-DC-HSDPA) transmissions. In a previous contribution [2] we have discussed some of the challenges associated with SF-DC-HSDPA transmissions; especially for the case where inter-site coordination is allowed. In this contribution we evaluate the performance gains that can be offered by SF-DC-HSDPA.

2 Studied scenario and simulation parameters

Throughout the contribution we consider a hexagonal cell layout. The cell out is further divided into several CoMP cells. A CoMP cell corresponds to a set of cells that can transmit data to the same UE. This is illustrated in Figure 1 for a scenario where each CoMP cell consists of 3 cells. Note that a CoMP set size consisting of 3 cells corresponds to a scenario where only intra-site CoMP is supported whereas a CoMP set consisting of more than 3 cells requires that inter-site CoMP is supported (alternatively that a main remote solution is used).

[image: image1]
Figure 1: Illustration of the considered scenario. Note that in this scenario the systems consists of 48 cells and each aggregate CoMP cell consists of 3 cells. 
In the contribution two specific scenarios are considered: 

· Case 1 - 3D-antennas for an inter-site distance of 500 m. In this case the antenna tilt is 10 degrees (whereof 5 degrees are mechanical and 5 degrees electrical)

· Case 2 - 2D-antennas for an inter-site distance of 1500 m. 

Throughout the simulations the following is assumed:

· A proportional fair scheduler is used.

· If a UE is in soft/softer handover it will receive transmissions from two cells if the second strongest cell in the UE’s active set does not serve any other UE. Otherwise the UE will only receive data from its serving HS-DSCH cell. 

· All UEs are assumed to have an infinite backlog (i.e. full buffer traffic is assumed). 

The additional simulation parameters are summarized in Table 1. 
Table 1: Summary of simulation parameters.

	Parameters
	Comments

	Cell Layout
	Hexagonal grid, 16 Node B, 3 sectors per Node B with wrap-around

	Inter-site distance
	500 m, 1500m

	Carrier Frequency
	2000 MHz

	Path Loss
	L=128.1 + 37.6log10(R), R in kilometers

	Log Normal Fading 
	Standard Deviation : 8dB

Inter-Node B Correlation:0.5

Intra-Node B Correlation :1.0
Correlation Distance: 50m 

	Max BS Antenna Gain
	14 dBi 

	Antenna
	3D, 2D

	Channel Model
	Suburban Macro, Ped A

	User speed
	3km/h

	CPICH Ec/Io
	-10 dB

	Total Overhead power
	25%

	UE Antenna Gain
	0 dBi

	UE noise figure
	9 dB

	UE Receiver Type
	Type 3i

	Maximum Sector

Transmit Power
	43 dBm 

	Traffic
	Full buffer traffic

	Load[user/cell]
	[0.1 0.5 1]

	Flow control on Iub
	Ideal and instantaneous

	HS-DPCCH Decoding
	Ideal on both sectors


Following performance measures are considered:

· The mean and cell edge user performance. 

· The performance of UEs in soft/softer handover.

3 Simulation results

3.1 Case 1 - 3D antennas and ISD of 500 m
Figure 2 shows the average data rate as a function of the cell throughput. It is evident that SF-DC-HSDPA only is able to increase the system performance marginally. 
Figure 3 shows the average user data rates for the UEs in soft/softer handover. Clearly SF-DC-HSDPA will increase the performance for these UEs. As a complement Figure 4 depicts the achieved data rate for the 5th percentile user data rate. Comparing the figures it is evident that the also the 5th percentile user data rate can be increased; although not to the same extent as for the UEs in soft/softer handover. This can be explained by that the number of active users in the cells varies (with a uniform user distribution the number of UEs in each cell will be approximately Poisson distributed) and that low percentiles of the data rates are observed in cells which experience a high load. Figure 5 shows a CDF of the achieved rates for the case where there are 0.1 users per cell. 

[image: image2]
Figure 2: Average user throughput as a function of the cell throughput.

[image: image3]
Figure 3: Average user throughput for the UEs in SHO as a function of the cell throughput.

[image: image4]
Figure 4: 5th percentile user throughput as a function of the cell throughput.


[image: image5]
Figure 5: CDF of the user data rates when there is on average 0.1 user per cell.

Figure 6 and Figure 7 show the relative gain in throughput for the soft/softer handover users as a function of the geometry factor for two different loads and for varying size of the CoMP set. It is evident that 
· The users’ data rates can be improved significantly for low geometry factors, 

· The additional gain from having a CoMP set larger than 3 cells is marginal, and that 

· The performance gain reduces with increasing load. 

The latter is intuitive since the probability of having an unused resource at a non-serving cell for a particular UE in soft/softer handover reduces with increasing load. 


[image: image6]
Figure 6: Throughput gain as a function of the geometry factor when there are on average 0.1 users per cell.

[image: image7]
Figure 7: Throughput gain as a function of the geometry factor when there is on average 0.5 users per cell.

3.2 Case 2 – 2D antennas

Figure 8 shows the average user data rate as a function of the throughput for a scenario where 2D antennas are used at the Node-B and the inter-site distance is 1500 m. Although the gains are slightly larger as compared to the scenario where 3D antennas are used, the overall system gains are still very small. 
Figure 9 and Figure 10 show the average user throughput gain for the UEs in soft/softer handover. It is evident that both the average user data rate for UEs in soft/softer handover and the 5th percentile user data rate can be increased.

[image: image8]
Figure 8: Average user throughput as a function of the cell throughput.

[image: image9]
Figure 9: Average user throughput as a function of the cell throughput for the UEs in soft handover.

[image: image10]
Figure 10: 5th percentile user throughput as a function of the cell throughput. 

[image: image11]
Figure 11: CDF of the user data rate when there is 0.1 user per cell.
Figure 12 and Figure 13 shows the relative performance gain for soft/softer handover UEs for two different loads and a few different CoMP set sizes as a function of the geometry factor. From Figure 12 we can observe that a significant portion of the total gain can be captured with a CoMP set size of 3. Similarly as for the case with 3D antennas, the gain reduces as the load increases. We can furthermore notice that the gains associated with the second scenario are larger than the gains observed when 3D antennas are modelled in a denser deployment (cf. section 3.1). 

[image: image12]
Figure 12: Throughput gain for the UEs in soft handover as a function of the geometry factor when there 0.1 user per cell. 

[image: image13]
Figure 13: Throughput gain for the UEs in soft handover as a function of the geometry factor when there is 0.5 users per cell.
4 Conclusion

This contribution evaluated the gains associated with SF-DC-HSDPA for the following scenarios 

· Case 1: ISD of 500 m where the Node-Bs had 3D antennas and 

· Case 2: ISD of 1500 m where the Node-Bs had 2D antennas.

For each of these scenarios the performance (“user throughput”) were quantified for different CoMP set sizes (a CoMP set is a set of cells that allowed that any two of the cells in the set were used simultaneously for scheduling data to a single UE). Note that a CoMP set size consisting of 3 cells can be thought to model a case where only intra-site CoMP is supported and no main-remote solutions have been deployed. Scenarios where the CoMP set size is greater than 3 this can be considered as an approximation of a scenario where main-remote solutions have been deployed (or alternatively where inter-site CoMP is supported).
In general our simulation results showed that the system level gains associated with SF-DC-HSDPA are marginal. However, for UEs in soft/softer handover the performance can be increased when the load in the system is modest and there consequently are possibilities to exploit unused resources in non-serving Node-Bs. It was also observed that the gains from SF-DC-HSDPA were increased when the ISD increased. An interesting observation from the simulation results were that the additional performance gain of using a CoMP set size larger than 3 cells seems modest even when ideal Iub flow control and ideal HS-DPCCH decoding were assumed at all Node-Bs in the CoMP set. In practice neither the Iub flow control nor the HS-DPCCH decoding can be considered to be ideal for the inter-site case. Thus any potential performance gain of inter-site CoMP would likely be even smaller.
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