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1. Introduction
This contribution is an update of [1]. Relay node (RN) is one of the essential elements in LTE-A design, which provides coverage extension, and/or capacity improvement of Rel-8 networks. An example of a 2-hop relay system is shown in Figure 1, where the RN relays the signal between the eNodeB and the UE. According to different criteria, relay nodes can be categorized into different classes.
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Figure 1: 2-Hop Relay System 
1.1. Protocol layers   
Based on at which protocol layer the user data packet is available at the RN, it can be classified into L0/L1 relay, L2 relay, and L3 relays, as shown in Figures 2 – 4. 
L0 relay is the conventional repeater, where the received signal is amplified and forwarded in the analog front end. Strictly speaking, L0 relay does not even involve the PHY layer. L1 relays can be viewed as advanced repeaters, where the received signal is processed by the PHY layer. One exemplary PHY process in L1 relay is frequency domain filtering, by which only the useful signal is forwarded.
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Figure 2: L1 Relay
L2 relay involves protocol layers above PHY, such that advanced functions are employable at the RN to improve the system performance. L2 relay receives and forwards RLC SDUs. Scheduling and Hybrid ARQ (HARQ) are two important functions that are available at the L2 relay. 
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Figure 3: L2 Relay

L3 relay receives and forwards IP packets (PDCP SDUs). Therefore, user packet at the IP layer is viewable at L3 relays. L3 relay has all functions that an eNB has, and it conventionally communicates with its donor eNB through an X2-like interface. 
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Figure 4: L3 Relay

Note that here the classification of different relay types is based on at which protocol layer the U-plane data unit is visible at the relay node. Additional protocol layers may be needed for C-plane data unit for each type of relays. 
1.2. Frequency band of the eNB – RN link
The frequency band of the eNB – RN link can be the same or different than the RN – UE link, which renders the following two classifications of relay nodes: 1) in-band relay, where the eNB – RN link shares the same frequency band with the RN – UE link, and 2) out-band relay, where the eNB – RN link has a different frequency band than the RN – UE link. Obviously, in-band relay has the merit that no additional frequency band is required. On the other hand, out-band relay shall not create additional interference in the existing system since the signal on the eNB – RN link is transmitted on a separate frequency band. 

1.3. Relay Tx/Rx mode
Due to implementation limitations, it is difficult for a relay node to transmit and receive on the same frequency band at the same time. Therefore, two different types of relays exist: 1) time division (TD) relays, and 2) frequency division (FD) relays. TD-relays separate the transmission and reception in the time domain, wherein either the transmission or the reception can occur over the whole bandwidth.  On the contrary, FD-relays separate transmission and reception in the frequency domain, where transmission or reception can occur in all subframes. 

One potential issue with TD-relay is the required switching time between transmission and reception. For FD-relay, interference leakage between the frequency bands for transmission and reception can degrade the system performance [6]. 
1.4. Relays of interest
Combining the different classification criteria, there are many ways to characterize a relay node. In this section, we list two types of relays that are interesting to study for LTE-A.

L0/L1 relay operates on the physical layer, therefore, out-band L0/L1 relay does not seem to be reasonable. Further, L0 relay has been deployed in existing systems. L1 relay may incur additional processing delay which exceeds the cyclic prefix length or even one OFDM symbol length. Overall, L0/L1 relay is for coverage extension and limited specification effort is needed for L0/L1 relays.
L2 relay can be in-band or out-band. On the other hand, in-band L2 relay is of much importance, because it removes the need to support a specific backhaul (microwave, fiber, etc…) and therefore saves the associated OPEX and CAPEX, while having the potential to offer both coverage and capacity improvements. It is worth to point out that the MAC layer at the L2 relay node is essential to realize the system gains. For out-band L2 relay, if the physical (and/or MAC) layer on the eNB – RN link does not use the same technology as the RN – UE link, then the out-band L2 relay serves as a bridge, which complicates the RN implementation. For out-band L2 relay, if the physical (and/or MAC) layer uses the same technology on both the eNB – RN link and the RN – UE link, then it essentially requires deploying the same air interface on additional frequency band. Overall, the benefit of out-band L2 relay is not clear. Note that depending on how capable the MAC layer is in the L2 relay, significant specification changes may be required on both the physical layer and the MAC layer. 
L3 can also be in-band or out-band. Out-band L3 relay can be of interest since other communication techniques (e.g. microwave) can be employed for the eNB – RN link. One merit of out-band L3 relay is that little specification change is required on the physical and MAC layer, since the IP packet is forwarded over the X2 interface. In-band L3 relay also looks attractive for the apparent minimum specification and implementation changes required from current LTE L2 protocol stack [9]
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 \* MERGEFORMAT [10]. We compare below L2 and L3 approaches of in-band RN.

In both L2 and L3 forwarding approaches, it makes sense to aggregate all PDCP (or RLC) SDUs of UEs of the same RN on the inband backhaul via one single transport channel: since they share the very same radio link at the same time, all UE’s data can be forwarded on the inband backhaul using the same MCS and transport channel, which saves on signalling overhead. Moreover, from an interference view point, it is better if backhaul transmissions, which will likely be at higher power than UE transmissions, be concentrated in a packed resource rather than distributed all over the place.
For L2 forwarding, this implies that the RLC SDUs of different UEs are aggregated to form a single “backhaul” RLC PDU associated with a specific logical channel identifier (LCID). Unlike in Rel8, a RLC PDU will now potentially concatenate RLC SDUs generated by different PDCP entities. The “backhaul” LCID reuses the current LCID format, no need for any particular specification. When the relay receives an aggregated “backhaul” RLC SDU from the eNB, some mechanism needs be introduced to let it identify and distribute each individual RLC SDU to the appropriate LCID queues at the (DL) RLC input. Similarly, when eNB receives an aggregated RLC SDU on the inband backhaul from the relay, some mechanism needs be introduced to let it identify and distribute each individual RLC SDU to its appropriate PDCP entity.
In the L3 forwarding RN, the PDCP packets are de-ROHCed / decrypted, reconstituted into IP datagrams on the receiving side and then ROHC/encryption etc is performed onto them again on the sending side. Thus there are separate eNB-relay and relay-UE links on the IP layer. UE’s data aggregation on the inband backhaul implies that the IP packets of different UEs and Radio Bearers (RBs) are aggregated to form a single “backhaul” Radio Bearer identified by a unique GTPU tunnel ID. Unlike in Rel8, a PDCP entity will now carry the data of multiple RBs. This new type of RB might not inherit from current Rel8 specification as is the case of above “backhaul” LCID. It could be a DRB or a SRB or a new type that needs be specified. One question is whether it should be mapped to any EPS bearer? Moreover, when the relay receives an aggregated “backhaul” PDCP SDU from the eNB, some mechanism needs be introduced to let it identify and distribute each individual PDCP SDU to the appropriate SRB/DRB queues at the (DL) PDCP input. Similarly, when eNB receives an aggregated PDCP SDU on the inband backhaul from the relay, some mechanism needs be introduced to let it identify and distribute each individual PDCP SDU to its appropriate GTPU tunnel on the network side. On top of the above, the aggregation of different RBs’ IP packets in the same PDCP SDU raises the following issues:
· Encryption: with current PDCP specification, when multiple UEs are aggregated in a same PDCP entity, they will be encrypted all together with the same encryption algorithm and key, associated to the backhaul RB. This might violate the basic security principles of an access network. As a result the PDCP specification requires being upgraded in support of UEs’ individual encryption within a PDCP entity.

· Robust Header Compression (RoHC): An aggregated PDCP SDU may be formed of heterogeneous PDCP SDUs considering the ROHC contexts and profiles. In current specification, ROHC only works on PDCP SDUs made of one IP packet with associated context and profile. It would require being upgraded to support a global RoHC on multiple PDCP SDUs with heterogeneous ROHC profiles, or to run header compression on each individual PDCP SDU of the aggregated backhaul PDCP SDU independently. Note in the latter case, that means re-doing what RN exactly undid (decompression) on the receive side, so the RoHC should be simply skipped in PDCP.
Note also that, in the case where UE’s packets are not aggregated and treated separately, then L3 forwarding becomes useless as it consists in exactly re-doing (e.g. compression/encryption) what it just undid (e.g. de-encryption/decompression), so that PDCP can be skipped.

Finally, due to the duplicated PDCP and IP Layer, inband L3 RN involves more processing overhead than inband L2 RN.
Table 1: Comparison of L3 and L2 inband relays

	
	L2
	L3

	Specification and implementation impact
	· Support of concatenation of RLC SDUs generated by different PDCP entities in one RLC PDU  
	· One PDCP entity can carry the data of multiple RBs
· Backhaul RB type?

	Encryption
	· No issue
	· Issue: different UEs share the same encryption key and algorithm when aggregated in the same PDCP SDU

	RoHC
	· No issue
	· Issue: IP packets with different contexts and profiles RoHC’ed in the same PDCP PDU.

	Complexity
	· Minimum
	· Higher complexity due to PDCP implemented twice.


Table 1 summarizes the comparison of L2 and L3 inband RN. As can be seen, L3 inband RN requires at least as much specification and implementation changes compared to L2 inband RN, while raising some additional issues related to security and RoHC.
In summary, focus should only be given on in-band L2 relays and out-band L3 relays. From now on, if L2 relay is referred to, then it is the in-band L2 relay. If L3 relay is referred to, then it is the out-band L3 relay.
From performance point of view, L2 relay may provide additional capacity improvement than L3 relay, if the direct link from donor eNB to UE can be sufficiently exploited, as shown in Figure 5. For out-band L3 relay, the communication link between eNB and RN is not accessible to UE. Therefore, UE can only see the signal from RN. 

Due to the processing delays in L2 relay, it would be necessary for UE and/or eNB to buffer the received data, in order to fully utilize all copies of the received signals. This would in turn increase the complexity of UE implementations. In addition, it requires that UE can recognize RN and distinguish RN from eNB, which implies non-transparent relay operation (see Section 3.5). Therefore, the potential capacity benefit of such L2 relay is only achievable for later releases (e.g. Rel-10) UEs. L2 and L3 relay may provide similar performance to Rel-8 UEs, since Rel-8 UEs are either unable to distinguish RN from eNB (transparent case) or can only have one of them as serving node (non-transparent case).  
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Figure 5: 2-Hop Relay Exploiting the Direct Link between eNB and UE 

In the rest of the contribution, we elaborate on the design aspects of L2 relays, with specific focus on the Rel-8 backward compatibility.
2. Protocol stack and scheduler of L2 relay 

In order for L2 relay to fully utilize link adaptation and therefore improve system performance, the scheduler in L2 relay is of much importance. In addition to the MAC sub-layer, RLC is also critical. RLC has two important functions: 1) segmentation and re-segmentation of RLC SDU and PDU, and 2) ARQ. Depending on the available RLC in the relay node, L2 relays can be classified into two categories: 1) RLC L2 relay and 2) RLC-less L2 relays.
RLC L2 relay contains the RLC sub-layer. RN receives a packet from either the eNB or the UE, after which the RLC sub-layer reconstructs the transmitted RLC SDUs. The scheduler in the MAC sub-layer in RN determines the resource allocation (RA), modulation and coding scheme, and transport block size (TBS), to be used to forward/receive data to/from the UE. The TBS chosen by the RN can be different from the received packet. Moreover, the MAC informs the RLC on the new RLC PDU size in the RN, where RLC SDUs shall be segmented accordingly to form RLC PDUs. Then MAC PDUs are formed according to the MAC protocol and subsequently a transport block is formed and transmitted by PHY. An RLC L2 relay is shown in Figure 3. Considering eNB – RN link, it seems logical that the eNB scheduler determines the resource allocation (RA), modulation and coding scheme, and transport block size (TBS), to be used to send/receive data to/from the RN.   

RLC-less relay contains only the PHY layer and the MAC layer, as shown in Figure 6. Without the RLC sub-layer, RLC-less L2 relay cannot perform RLC SDU segmentation. Consequently, the scheduler in the RLC-less L2 relay cannot choose a TBS different from the received transport block. On the other hand, it can choose different RA and MCS. Note that RLC-less L2 relay sees MAC SDUs. 
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Figure 6: RLC-less L2 relay
Obviously, more freedom is available for link adaptation in RLC L2 relays than RLC-less L2 relays, since RLC L2 relay can vary the TBS. Note that it is assumed that a scheduler exists in either RLC or RLC-less L2 relay. Alternatively, the RA, MCS, and TBS on both the eNB – RN link and the RN – UE link can be made by the eNB, which is sometimes called centralized scheduling. However, this would further require that eNB is aware of the RN – UE link condition, to fully exploit the benefit of link adaptation. Therefore, UE and/or RN shall feedback the RN – UE channel quality to eNB, indirectly or directly. The drawback of centralized scheduling is the additional latency, which restricts the usefulness of link adaptation. In summary, L2 relays should implement:
· PHY-MAC-RLC protocol stack

· UL/DL scheduler in MAC sublayer controlling the RN – UE link
As a consequence, eNB and RN shall transmit a different PDCCH.
Regarding RRC, it seems desirable for a L2 relay that the RRC is implemented outside the relay (i.e. in the donor eNB) to reduce the implementation complexity of RN. Since Service Radio Bearers (SRBs) issued by the RRC need to go through the PDCP, this further makes sense if the PDCP is not implemented in the L2 relay, which results in a clean function partitioning between eNB and relay. However, some arguments can be made in support of implementing at least part of the RRC functionality in the relay:

· SRBs need to be carried in both directions on the inband backhaul, which increases the backhaul overhead.

· Even though RRC signaling is considered “slow” compared to MAC signaling, some RRC procedures will slow down due to the round-trip on the inband backhaul. These are e.g. RRC Connection Control, Connected Mode Mobility, and Measurements.

· RRC/MAC close interaction on UL and DL scheduling (RRC managing DRX states and SPS configurations, and MAC scheduler implementing the “fast” scheduling)

Therefore, it might be worth considering implementing at least part of the RRC functionality in the relay. This would require a “light” PDCP dedicated to generating/processing the corresponding PDCP PDUs from/into RRC SRBs.
3. Inband backhaul
3.1. Backhaul subframes

One constraint resulting from supporting inband backhaul is that the RN cannot receive and transmit simultaneously on the same band. Another constraint comes from the fact that Rel-8 UEs always expect to receive cell-specific reference signals (CRS) in all DL subframes. Therefore, an attractive approach to insert relays in Rel-8 networks is to use MBSFN subframes, as already provisioned in LTE to address forward compatibility beyond the control symbols [11]
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 \* MERGEFORMAT [12]. In MBSFN subframes, Rel-8 UEs are aware that CRS are only transmitted in the first and second OFDM symbols. Therefore, RN has the opportunity to receive data from the eNB while not transmitting to UE during the following symbols. This is illustrated in Figure 7 showing an example of RN inband backhaul transmissions being configured on MBSFN subframes #3 and #8. Note the eNB also serves its own UEs in all subframes, but these transmissions are omitted in the figure for readability.
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Figure 7: RN inband backhaul subframes involving simultaneous UL/DL transmissions

It should be noted though that MBSFN subframes need to be used only for subframes involving eNB-to-RN (DL) transmissions. In practice, RN-to-eNB (UL) transmissions can take place in any subframes, provided the RN can configure “blank” UL subframes by not allocating or cancelling any UE-to-RN UL transmission during these subframes (see Section 3.4). This is further illustrated in Figure 8 showing an example of inband backhaul subframes only involving one-way transmissions.
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Figure 8: RN inband backhaul subframes involving one-way transmissions

The flexibility in configuring the inband backhaul subframes where DL transmission takes place is limited by the MBSFN subframe configurability, which has a periodic pattern of one frame period and cannot be configured in subframes #0, #4, #5 and #9 [11]
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	MBSFN pattern / subframe#
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9

	0
	
	x
	
	
	
	
	
	
	
	

	1
	
	x
	x
	
	
	
	
	
	
	

	2
	
	x
	x
	x
	
	
	
	
	
	

	3
	
	x
	x
	x
	
	
	x
	
	
	

	4
	
	x
	x
	x
	
	
	x
	x
	
	

	5
	
	x
	x
	x
	
	
	x
	x
	x
	


Table 2: MBSFN patterns

3.2. Backhaul slot granularity
The previous section discussed the use of specific subframes for running inband backhaul transmissions, assuming no RN<->UE transmission can occur during these subframes, except the legacy DL control symbols. However, UL RN-to-eNB backhaul transmissions can be limited to one slot (the first slot) in these subframes, thus enabling UE-to-RN transmissions in the second slot. This provides the benefit to the RN to receive PUCCH ACK/NACK and SRI of good geometry UEs as well as SRS. The RN can further anticipate provision for this by boosting the PUCCH transmissions accordingly through the PUCCH-specific power control command.
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Figure 9: Slot-based inband UL backhaul

3.3. Backhaul allocations

From the above discussion it results that:

· The RN can never receive PCFICH, PHICH and PDCCH from the eNB

· The inband backhaul transmissions take place on “configured” subframes

Therefore:

· the UL/DL grants defining the resource for the transmission of the MAC PDU conveying the aggregated RLC SDUs for/from the UEs under RN’s coverage can be conveyed  in a DL MAC PDU, denoted e.g. “backhaul grant PDU”, similar to what is done for the Random Access Response (RAR).

· the resource allocation of this backhaul grant PDU is semi-persistently allocated (RRC).
3.4. Relay behavior during inband backhaul subframes

From the discussion in Sections 3.1 and 3.2 above it results that, during inband backhaul subframes:

· relay shall not schedule RN-to-UE PDSCH (initial) transmissions, if RN is expecting to receive data from eNB.

· relay shall not schedule UE-to-RN PUSCH (initial) transmissions, if RN is expecting to transmit data to eNB.
· relay will cancel, whenever possible, the semi persistent allocations of its serving UEs or rely on HARQ to recover them

· the relay will ignore and reply NACK to non-adaptive retransmissions received from its serving UEs
· PUCCH transmissions from UE: the relay will

· either address unavoidable ACK/NACK and SRI transmissions as DTX if inband backhaul UL transmission takes place on both slots of the subframe

· or attempt to detect ACK/NACK and SRI transmissions if inband backhaul UL transmission takes place on the first slot of the subframe

3.5. Relay Control Channel (RCCH)

To support the proper operation of relay node in the network, the donor eNB shall be able to configure its RN. A new logical channel, e.g. named relay control channel (RCCH) is necessary for such a purpose. As discussed in Section 2, from protocol layer point of view, although PDCP seems unnecessary for U-plane in the L2 relay, it can be needed for C-plane. One possible use of RCCH is to enable eNB to configure the RLC and MAC at RN. Overall, RN can be viewed as an off-site buffer for eNB. Therefore, the properties of the RLC and MAC in eNB shall be largely replicated at RN. The association between UE and radio bearers, the priorities among multiple UEs, the priorities of multiple logical channels of a single UE, the QoS of multiple radio bearers, etc., shall be conveyed to the RN by the eNB.   

4. Physical cell ID

Relay may or may not have a physical cell ID. Consequently, relay may or may not send its own primary and secondary synchronization signal (PSS/SSS). PSS/SSS are essential for UE to acquire DL timing and connect to the RN node. Therefore, if relay does not have a physical cell ID, it shall transmit the same PSS/SSS as its donor eNB. The donor eNB explicitly or implicitly informs the RN which PSS/SSS to transmit, e.g. by conveying the donor eNB’s physical cell ID to RN. Table 3 summarizes the pros and cons of relays with and without a unique physical cell ID.
Table 3: Comparison of relay with and without a unique physical cell ID

	
	Pros
	Cons

	Relay with different  physical cell ID as donor eNB
	· RN visible to UE, either as an eNB or as an RN

· Handover procedure between eNB and RN similar to the handover procedure between eNBs
· Existing randomization methods based on cell ID retained  
	· Consumption of physical cell ID

· Effectively a new cell created for the RN, leading to more interference

· Potentially frequent eNB – RN handover

	Relay with same  physical cell ID as donor eNB
	· No additional physical cell ID consumed
· RN transparent to UE

· Handover between eNB – RN transparent to UE
	· Degraded DL timing acquisition

· Additional eNB – RN handover procedure required  
· Existing randomization methods based on cell ID lost


Such relay categories are also referred to as transparent (same physical cell ID) versus non-transparent (different physical cell ID) relays. It should be noted that sharing the same cell ID also implies sharing the same DL cell-specific RS. Table 4 further lists for transparent RN which DL channels or signals are shared (i.e. the same content transmitted by the eNB and RN at the same time) and which are not. We discuss those channels where both options are possible in the following subsections.

Table 4: Sharing options for transparent RN
	Physical Channel / Signal
	Transport Channel / Control Information
	Logical Channel
	eNB/RN

	PSS / SSS
	
	
	Same

	Cell specific DL RS
	
	
	Same

	PDSCH
	DL-SCH
	DTCH
	Different

	
	
	DCCH
	Different

	
	
	CCCH
	Different

	
	
	BCCH
	Same or Different

	
	PCH
	PCCH
	Different

	PBCH
	BCH
	BCCH
	Same or Different

	PDCCH
	DCI
	
	Different (1)

	PCFICH
	CFI
	
	Same or Different (1)

	PHICH
	HI
	
	Different (1)


(1) but same interleaver

5. Broadcast Channel

For LTE Rel-8, MIB is transmitted on physical broadcast channel (PBCH) in the first subframe of each radio frame. SIB1 is transmitted on PDSCH in the sixth subframe of each even numbered radio frame. It is critical for a UE to acquire MIB, SIB1, and all other necessary SIBs before normal operation. In order for a Rel-8 UE to connect to a relay, RN shall transmit MIB and SIBs in the same approach.  In non-transparent mode, there is full flexibility to let eNB and RN have different configurations reflected by different MIBs and SIBs. In transparent mode, this is not as straightforward as discussed below:

MIB
If eNB and RN are subframe synchronized, both eNB and RN shall transmit the MIB (PBCH) on the same physical resource. Therefore, PBCH reception will be uneasy for the UE, if the superimposed PBCHs from eNB and RN contains different information. In this case, the safer approach is to have the eNB and the RN transmitting the very same PBCH content. This has the drawback that eNB and RN necessarily have the same DL system bandwidth and antenna configuration. It also forces the RN to follow the eNB’s PHICH configuration, which may introduce some restrictions to RN’s scheduler. In another option, the system radio frame (or subframe) timing at the RN can be shifted relative to the donor eNB. This allows eNB and RN to time multiplex their PBCH such that different MIB contents can be transmitted. However, it is not predictable which PBCH (eNB or RN) the UE will detect, which may lead to a potentially unsteady state if the synchronization signals (which are of the same content) associated with both PBCHs are detected simultaneously.
SIBs
eNB and RN have the possibility to allocate their respective SIBs on different PDSCH resource blocks, which gives eNB and RN the possibility to transmit different SIB contents. However, both SIBs from eNB and RN will be addressed by the same SI-RNTI. As a result, a UE might be able to decode both and could follow any of the decoded SIBs. Here again, it is not predictable which SIB (eNB or RN) the UE will follow.
In the case eNB and RN broadcast identical system information, donor eNB can update the contents of BCCH, which shall be relayed to the UE. In one approach, relay listens to PBCH and the PDSCH containing SIBs transmitted by the eNB. Due to the inherent processing delays, RN cannot transmit the updated system information in the same subframe as eNB.  Note that the contents of BCCH may be updated after a modification period, as shown in Fig. 10 [1]. Therefore, in another approach, any BCCH updates originated from the eNB can be communicated to the RN, e.g. before the next modification period though a logical Relay Control Channel (RCCH), see Section 3.5. Then in the next BCCH modification period, both the eNB and RN transmit the updated system information. With such an approach, the SFN timing and BCCH modification period at the eNB and RN can be aligned.
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Figure 10: BCCH modification period

From this perspective, it is desirable to maintain the flexibility for eNB and RN to support different cell configurations. Consequently, the transmission of different system information by eNB and RN raises some issues for transparent RN, depending on whether Rel-8 UE is capable of distinguishing different MIB and SIB from eNB and RN. This, however, comes at the expense of reduced randomization capability for the physical cell ID.
6. RACH

UE shall employ random access channel (RACH) for initial UL access. RN can use the same set of RACH parameters (transmitted in SIB2) as its donor eNB. This is the case e.g. of transparent RN sharing the same cell configuration as the eNB. Alternatively, RN can use a different set of RACH parameters than its donor eNB. This is the case e.g. of non-transparent RN or transparent RN where SIB2 ambiguity between RN and eNB can be solved. We elaborate the procedure in both cases below:
eNB and RN use different RACH configuration
In this case, there is no ambiguity on which (eNB or RN) receives the preamble since they will use different parameters (root sequence, slots, etc…). Several options are possible to handle RACH reception by the RN. In one implementation, the RACH procedure can be handled mostly in RN. For example, for contention-based RACH, the procedure starts with a UE transmitting a preamble sequence to RN. RN detects the preamble sequence, transmits an RAR to the UE, followed by an Msg3 transmission and contention resolution. If the UE RACH procedure is successful, UE shall obtain a C-RNTI assigned by the RN. RN can further communicate the C-RNTI, as well as other information related to the UE (e.g. the buffer state report in Msg3), to its donor eNB. After that, the UE identification is established and paired in the RN and the eNB. Normal data transmission can occur afterwards. 

Note that for this approach, some small modification of the RACH procedure at the RN may be required, especially for transparent RN. For example, the contention resolution (a.k.a. Msg4) may not be transmitted until the UE ID is established and paired in both the RN and the eNB. Otherwise, it may cause UE ID collision if the RN and its donor eNB manage the same C-RNTI pool. One possible solution is to exclusively reserve a subset of C-RNTIs to be used by RN. This subset of C-RNTI is communicated from eNB to RN.  
Alternatively, the RACH procedure is partially implemented in the RN. For example, for contention based RACH, RN detects the preamble sequence and transmits the detected preamble sequence index to its donor eNB. Consequently, UE’s temp C-RNTI and C-RNTI are managed and assigned solely by the eNB.
The first approach potentially incurs less RACH latency than the second approach, but implements the complete RACH procedure at the RN. Since small accessing latency is one of the key desirable properties of RACH, the first approach is preferable.  

eNB and RN share the same RACH configuration
After cell search, the UE sends a RACH preamble which might be detected by either the eNB or the RN or both. Upon preamble reception, the eNB and/or the RN sends back the RAR. The eNB and RN’s RAR are shifted in RBs and/or time (during the RAR reception window). UE shall only follow one detected RAR and adjusts its timing accordingly. eNB and RN can detect to who (eNB or RN) the UE responds to based on the used allocation for sending Msg3, assuming eNB and RN RARs consistently use different resource allocations for Msg3. Temporary C-RNTI provisioning at the RN is done as recommended for the above case. However, this procedure relies on a steady UE behavior upon reception of multiple RARs during the reception window.
7. Handover 

Handover procedure in relay network is coupled with the availability of RN physical cell ID (transparent/non-transparent RN). 

If RN has a unique physical cell ID, RN is distinctly visible to UE as an eNB. Therefore, the current handover procedure may be largely reusable for handover between the RN and its donor eNB, as shown in Figure 11. Moreover, Figure 12 shows an example of UE handover between two RNs, each of which is associated with a different donor eNB. Assuming the RN is only connected to its donor eNB, the un-delivered packets in RN1 shall be first forwarded to eNB1, then to eNB2, and finally to the target cell of RN2. This may require additional handover procedure since it involves four network nodes, i.e. RN1, RN2, eNB1, and eNB2. Finally, this approach requires the RN to support the handover-related PDCP function.
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Figure 11: UE Handover from RN to its donor eNB 
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Figure 12: UE handover between RNs
If RN has the same physical cell ID (i.e. RN transmits the same PSS/SSS) as its donor eNB, it is difficult for UE to distinguish the RN from its donor eNB. Consequently, UE may not be able to send measurement report regarding the RN and its donor eNB. Therefore, it is the responsibility of RN and its donor eNB to make the measurements and decide to handoff the UE to each other e.g. by monitoring some UE specific signals (e.g. UE specific UL RS). RN and its donor eNB may need to exchange measurement information regarding the UE for the handover purpose. The handover reduces to a mutual agreement between the eNB and the RN, and the switch consists in transitioning UE’s allocations from eNB’s PDCCH to RN’s PDCCH. Also, the entity in charge of the UE might (re)configure some RRC parameters of the UE such as CQI reports, SRS configuration, power control, etc… It is also in charge of maintaining the UL synchronization. The advantage of this approach is that handover between RN and its donor eNB is transparent to UE. This prevents from running the whole LTE handover procedure across eNB/UE/relay, which would require the relay to support the handover-related PDCP functions. A new procedure may be required for handover between RN and its donor eNB, but this is also the case for non-transparent RN.
In summary, transparent RN allows for a seamless handover procedure between eNB and RN which reduces its associated latency and overhead.
8. Conclusions
In this document, we discuss relay design for LTE-advanced, as summarized below:
· In-band L2 relay does not require additional bandwidth, which saves the associated OPEX and CAPEX. In addition, in-band L2 relay may provide both coverage and capacity improvement. Therefore, in-band L2 relay shall be studied for LTE-A.

· RLC L2 relays provides more scheduler freedom than RLC-less L2 relays. Therefore, it is preferable to include the RLC protocol layer in L2 relays.

· A logical control channel, e.g. relay control channel (RCCH) may be needed for eNB to configure the relay MAC and/or RLC. Some RRC function may need to be implemented in the relay node. 

· Transparent and non-transparent relay shall be studied, since it impacts many other designs on relay such as BCH, RACH, handover, etc. 
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