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1 Executive Summary

Advanced WCDMA receivers have been suggested as one option for increasing UTRAN capacity, with one such example being the G-Rake (Generalized Rake) receiver ‎[4].  The use of OFDM technology has also been proposed for increasing the data carrying capacity of UTRAN ‎[1].

This document provides a comprehensive set of performance results, providing the link-level and system-level performance curves for WCDMA with the use of a G-Rake receiver. Corresponding link-level throughputs, in the form of hull curves, are also compared with those of OFDM and Rake.  

The system-level results contained in this report represent summary aggregate and/or average performance metrics over a sector.  As such, they provide an initial indication of the relative performance merits of the different systems. Four different types of traffic models, four different ITU channel models, and two scheduling algorithms are studied. The traffic models are: full queue traffic, simplified bursty web traffic, FTP traffic and HTTP traffic. The channel models considered are: ITU Pedestrian A and B, and Vehicular A. The scheduling algorithms used are the Max C/I and Round-Robin scheduling algorithms.

In multi-code WCDMA, time dispersion causes both inter-symbol interference and multi-code interference, as shifted versions of the OVSF codes are not orthogonal to each other. The performance of the Rake in such channels is so poor that very few modulation and code set (MCS) combinations yield sufficient performance to be useful ‎[3]. The G-Rake receiver is designed to partly mitigate this problem, and to recover some of the code orthogonality. 
Figure 1 to Figure 4 show the relative increase in average over-the-air throughput or average packet call delay, when comparing Max C/I G-Rake and OFDM performance against the Rake receiver. Round-Robin results are also presented within the report, but as the intent of this more fair type of scheduler is to trade off throughput for coverage, the results are not as meaningful, unless they are presented in conjunction with the appropriate coverage measures. This aspect is being further studied.  For the full queue traffic model, a good performance measure is the average over-the-air throughput, while for the bursty traffic models, a more meaningful measure is the average packet call throughput, as this directly correlates to the user experience. The number of users selected for presenting the results is dependent on the average packet delay performance. The number of users in Figure 1 to Figure 4 is selected arbitrarily as the maximum corresponding to an average packet delay of less than 5 seconds.
As indicated in Figure 1 to Figure 4, the G-Rake receiver is much more capable of handling dispersive channels than the Rake. Full-queue average over-the-air throughput improvements vary from roughly 50-150%, and improvements in average packet call throughput for bursty traffic models are on the order of 8-50%. OFDM, with its ability to mitigate the effects of time dispersion and therefore to utilize more modulation code set combinations, yields even more impressive gains, providing in some cases roughly twice the throughput increase of the G-Rake receiver.
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Figure 1: Relative increase in average over-the-air throughput, for the full-queue traffic model, and for the dispersive channel models, when comparing G-Rake and OFDM performance against the Rake receiver, with max C/I scheduling.
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Figure 2: Relative increase in average packet call throughput, for the simplified bursty traffic model, and for the dispersive channel models, when comparing G-Rake and OFDM performance against the Rake receiver, with max C/I scheduling.
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Figure 3: Relative increase in average packet call throughput, for the FTP traffic model, and for the dispersive channel models, when comparing G-Rake and OFDM performance against the Rake receiver, with max C/I scheduling.
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Figure 4: Relative increase in average packet call throughput, for the HTTP traffic model, and for the dispersive channel models, when comparing G-Rake and OFDM performance against the Rake receiver, with max C/I scheduling.

2 Introduction

Advanced WCDMA receivers have been suggested as one option for increasing UTRAN capacity, and it is therefore important to evaluate the performance of these receivers relative to WCDMA with a standard Rake receiver, and relative to OFDM, which has also been proposed for increasing UTRAN capacity and performance.  The G-Rake (Generalized Rake) receiver is one such advanced WCDMA receiver that has been proposed ‎[4].  Consequently, this document complements the presentation of system-level results for OFDM and WCDMA (with a Rake receiver) that appear in a separate contribution ‎[3], by including system-level performance results for WCDMA with a G-Rake receiver. All the simulations results provided in this document are for perfect channel estimation.
Section ‎3 of this document contains the link-level performance results for the G-Rake receiver in the form of TTI BLER curves. These curves are also used as inputs into the system-level simulator for modeling link-level performance. Section ‎4 presents hull curves (throughput versus SNR) related to the link level curves. Section ‎5 presents a set of sector performance statistics comparing OFDM and WCDMA (with both Rake and G-Rake receivers) for four channel scenarios (described in Table 1), four traffic models (full-queue, simplified bursty, FTP, and HTTP), two scheduling algorithms (max C/I and round-robin), and varying numbers of users per sector.  Note that the G-Rake receiver is only expected to provide a performance advantage over the Rake receiver in dispersive multi-path channels.  Hence, single-path flat-fading channels are not considered here.
Relevant simulation assumptions and system-level performance metrics for the results within this document are described in detail in ‎[1] and ‎[3], and are not repeated here.
3 Link-Level BLER Curves
Figure 5 through Figure 8 contain the link-level TTI BLER curves for the four dispersive channel models for WCDMA with a G-Rake receiver and 15 spreading codes.  The link-level parameters used to obtain these TTI BLER curves are described in ‎[1].  Blocks were determined to be correct or in error based on the result of the TTI CRC check.  For reference purposes, the relevant channel model definitions are summarized in Table 1. Corresponding curves for OFDM can be found in ‎[3].
Note that the horizontal axis of these TTI plots represents the short-term SNR per TTI, which is not the same as the long-term average SNR.  Further details on this approach (which is used to facilitate HARQ modelling in the system-level simulator) are available in ‎[1].

When these TTI BLER curves are compared to the corresponding curves for OFDM and WCDMA with a Rake receiver contained in ‎[3], it can be seen that the use of the G-Rake receiver for WCDMA does increase the number of available MCS combinations as compared to the use of the Rake receiver.  (Note that a particular MCS is considered usable if the corresponding BLER curve passes through the TTI BLER level of 10%, which is used to obtain the SNR (C/I) threshold for MCS selection in the system-level simulation.)  Consequently, an improved level of performance at the system-level would be expected to be obtained from the G-Rake as compared to the Rake receiver.  The results in ‎[3] show that OFDM allows full use of all fifteen of the possible MCS combinations. Table 2 summarizes the number of usable MCS combinations for each of the three transmission technology and receiver options. The hull curves corresponding to the BLER curves are presented in the next section.
	Channel Model
	Description
	UE Velocity

	C
	ITU Pedestrian A
	3 km/h

	D
	ITU Pedestrian B
	3 km/h

	E
	ITU Vehicular A
	120 km/h

	F
	ITU Vehicular A
	30 km/h


Table 1:  Summary of dispersive channel model definitions

	Channel Model
	Number of Usable MCS Combinations

	
	WCDMA (Rake)
	WCDMA (G-Rake)
	OFDM

	C
	2
	12
	15

	D
	1
	2
	15

	E
	1
	5
	15

	F
	1
	4
	15


Table 2:  Number of usable MCS combinations for each transmission technology and receiver option
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Figure 5:  TTI BLER curves for Channel C (Pedestrian A at 3 km/h) with WCDMA (G-Rake receiver)
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Figure 6:  TTI BLER curves for Channel D (Pedestrian B at 3 km/h) with WCDMA (G-Rake receiver)
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Figure 7:  TTI BLER curves for Channel E (Vehicular A at 120 km/h) with WCDMA (G-Rake receiver)
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Figure 8:  TTI BLER curves for Channel F (Vehicular A at 30 km/h) with WCDMA (G-Rake receiver)
4 Link-Level Throughput Curves
Figure 9 through Figure 12 contain the throughput curves corresponding to the link-level curves of Section ‎3, for G-Rake, and to the curves of document ‎[3], for Rake and OFDM. Here, the throughput is defined as 

Throughput = (1-BLER) x R,

where R represents the peak data rate corresponding to a given MCS. This throughput does not include HARQ effects and corresponds to the first packet throughput, which is often referred to as goodput.
The figures indicate that the larger number of available MCS, in the G-Rake and OFDM cases, and already noted in Table 2, clearly translates in larger throughputs. 
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Figure 9: Comparison of throughput (hull) curves for Channel C (Pedestrian A at 3 km/h).
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Figure 10: Comparison of throughput (hull) curves for Channel D (Pedestrian B at 3 km/h).
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Figure 11: Comparison of throughput (hull) curves for Channel E (Vehicular A at 120 km/h).
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Figure 12: Comparison of throughput (hull) curves for Channel F (Vehicular A at 30 km/h).
5 System-Level Performance Results

5.1 Full-Queue Performance Results
Figure 13 through Figure 16 show the system-level performance results for all four dispersive channel models when the full-queue traffic model is used as a traffic source.

Table 3 summarizes the relative gains in achieved average over-the-air throughput for the G-Rake as compared to the Rake, and for OFDM as compared to both the Rake and G-Rake receivers.  This relative comparison was performed for max C/I scheduling and for 56 users per sector.  The G-Rake has a quite large improvement (170%) over the Rake receiver for Channel C, likely due to the large number of available MCS combinations for this situation (refer to Table 2), and a respectable improvement (40-70%) over the Rake for the other three channel models.  OFDM offers a very large improvement (300-390%) over the Rake for the two pedestrian channel models (C and D) and a large improvement (130-150%) for the vehicular channel models (E and F).  When comparing OFDM to the G-Rake, an increase of approximately 50% is seen in all cases except for Channel D (offering a 250% increase), where only two MCS combinations are available for scheduling with the G-Rake.  Clearly, there is a link between the number of usable MCS combinations and the achieved average over-the-air throughput.  Note also that for the higher velocity channels (E at 120 km/h and F at 30 km/h), performance may be improved by performing MCS selection based on the long-term channel conditions rather than on the reported C/I, as discussed in ‎[3].  Hence, the relative improvement percentages for channels E and F in Table 3 may increase in the future.
	Channel Model
	G-Rake improvement over Rake
	OFDM improvement  over Rake
	OFDM improvement  over G-Rake

	C
	171%
	306%
	50%

	D
	40%
	391%
	251%

	E
	63%
	133%
	44%

	F
	69%
	147%
	46%


Table 3: Relative increase in average over-the-air throughput for the dispersive channel models with the full-queue traffic model, 56 users and max C/I scheduling.
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Figure 13:  System-level performance results for the full-queue traffic model over Channel C
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Figure 14:  System-level performance results for the full-queue traffic model over Channel D
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Figure 15:  System-level performance results for the full-queue traffic model over Channel E
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Figure 16:  System-level performance results for the full-queue traffic model over Channel F
5.2 Simplified Bursty Performance Results

Figure 17 through Figure 20 show the system-level performance results for all four dispersive channel models when the simplified bursty traffic model is used as a traffic source.
In this traffic model, it makes greater sense to compare the average packet call throughput values for the various alternatives than to consider the average over-the-air throughput.  The packet call throughput values give a good indication of the level of end-to-end performance that would be seen by individual users.  Referring to the average packet delay results indicates that 37 users is likely close to the maximum sector capacity for this traffic model (the packet delays generally become excessive above this number of users), so the relative increases in average packet call throughput contained in Table 4 have been calculated for this number of users and max C/I scheduling.  The G-Rake again provides a performance improvement (30-55%) over the Rake, although the improvement of OFDM over the Rake (55-120%) is approximately double that of the G-Rake over the Rake (with the exception of channel D, where the relative improvement is four times, likely due to the fact that there are only two usable MCS combinations for the G-Rake in channel D (see Table 2)).  The relative increase in packet call throughput of OFDM as compared to the G-Rake ranges between about 20-70%.
	Channel Model
	G-Rake improvement over Rake
	OFDM improvement  over Rake
	OFDM improvement  over G-Rake

	C
	31%
	56%
	19%

	D
	31%
	121%
	68%

	E
	45%
	102%
	39%

	F
	56%
	105%
	32%


Table 4:  Relative increase in average packet call throughput for the dispersive channel models with the simplified bursty traffic model, 37 users and max C/I scheduling.
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Figure 17:  System-level performance results for the simplified bursty traffic model over Channel C
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Figure 18:  System-level performance results for the simplified bursty traffic model over Channel D
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Figure 19:  System-level performance results for the simplified bursty traffic model over Channel E
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Figure 20:  System-level performance results for the simplified bursty traffic model over Channel F
5.3 FTP Performance Results

Figure 21 through Figure 24 show the system-level performance results for all four dispersive channel models when the FTP traffic model is used as a traffic source.
Similarly to the simplified bursty traffic model, the average packet call throughput values for the FTP model can be compared for the various alternatives.  Referring to the average packet delay results indicates that 12 users is likely close to the maximum sector capacity for this traffic model (the packet delays generally become excessive above this number of users), so the relative increases in average packet call throughput contained in Table 5 have been calculated for this number of users and max C/I scheduling.  The G-Rake provides a performance improvement over the Rake ranging from about 30-40%, and OFDM provides a performance improvement over the Rake from about 55-105%.  The relative increase in packet call throughput of OFDM as compared to the G-Rake ranges between about 15-60%.

	Channel Model
	G-Rake improvement over Rake
	OFDM improvement  over Rake
	OFDM improvement  over G-Rake

	C
	36%
	72%
	27%

	D
	27%
	104%
	60%

	E
	42%
	69%
	19%

	F
	34%
	56%
	16%


Table 5: Relative increase in average packet call throughput for the dispersive channel models with the FTP traffic model, 12 users and max C/I scheduling.
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Figure 21:  System-level performance results for the FTP traffic model over Channel C
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Figure 22:  System-level performance results for the FTP traffic model over Channel D
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Figure 23:  System-level performance results for the FTP traffic model over Channel E
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Figure 24:  System-level performance results for the FTP traffic model over Channel F
5.4 HTTP Performance Results

Figure 25 through Figure 28 show the system-level performance results for all four dispersive channel models when the HTTP traffic model is used as a traffic source.
The average packet call throughput values for the HTTP model can be compared for the various alternatives.  Referring to the average packet delay results indicates that 56 users per sector is likely a good representation of a full sector for this traffic model, so the relative increases in average packet call throughput contained in Table 6 have been calculated for this number of users and max C/I scheduling.  The G-Rake provides a performance improvement over the Rake ranging from about 10-20%, with OFDM providing approximately double that improvement over the Rake (with the exception of channel E, where the improvement is 50%).  The relative increase in packet call throughput of OFDM as compared to the G-Rake ranges between about 10-20%.  The improvements for both the G-Rake and OFDM over the Rake are lower for this traffic model than for the previous three traffic models that have been considered.  One possible explanation for this might be that the HTTP traffic model is burstier than the other models and might offer less opportunity to combine multiple packets destined for the same UE into a single large MCS payload.  Consequently, it may not be possible to take full advantage of the higher payload MCS combinations that are available with OFDM, and this might be limiting the peak performance.
Another metric of interest for the HTTP traffic model is the average packet delay.  Shorter packet delays imply a faster response to interactive user requests.  Table 7 contains the relative decreases in average packet delay for 56 users per sector and max C/I scheduling.  A shorter packet delay represents an improvement in performance, so the relative delay decreases are given here as negative percentages.  The G-Rake achieves a 15-20% reduction in average packet delay as compared to the Rake receiver, with OFDM achieving about a 35-45% reduction in average packet delay as compared to the Rake.  Comparing OFDM against the G-Rake indicates that a 20-30% reduction in average packet delay can be obtained.

	Channel Model
	G-Rake improvement over Rake
	OFDM improvement  over Rake
	OFDM improvement  over G-Rake

	C
	8%
	17%
	9%

	D
	14%
	36%
	19%

	E
	22%
	33%
	9%

	F
	17%
	33%
	13%


Table 6: Relative increase in average packet call throughput for the dispersive channel models with the HTTP traffic model, 56 users and max C/I scheduling.
	Channel Model
	G-Rake improvement over Rake
	OFDM improvement  over Rake
	OFDM improvement  over G-Rake

	C
	-20%
	-37%
	-21%

	D
	-18%
	-43%
	-30%

	E
	-14%
	-33%
	-22%

	F
	-19%
	-35%
	-19%


Table 7:  Relative decrease in average packet delay for the dispersive channel models with the HTTP traffic model, 56 users and max C/I scheduling.
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Figure 25:  System-level performance results for the HTTP traffic model over Channel C
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Figure 26:  System-level performance results for the HTTP traffic model over Channel D
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Figure 27:  System-level performance results for the HTTP traffic model over Channel E
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Figure 28:  System-level performance results for the HTTP traffic model over Channel F
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