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1 Introduction

When presenting performance evaluation results, it is important that these values be placed in context by describing the methodology that was followed to obtain those results.  This document describes Nortel Networks’ link-level and system-level simulation methodology as it applies to the performance evaluation work being conducted for the 3GPP OFDM Study Item.  Alignment with the agreed simulation approach outlined in the Annex of ‎[6] has been maintained.  A number of other details, not retained or considered in the OFDM Study Item, and specific to Nortel’s particular simulation approach, have also been included.  This document is for information and future reference purposes only, and is believed to constituted a fair compromise between accuracy of results and simulation complexity..

Table 1 and Table 2 provide a quick summary of the simulation assumption elements that follow those defined in the Annex of ‎[6] and those elements that are in addition to the basic assumptions given in ‎[6].
	Link-Level Item
	Comments

	OFDM link-level assumptions and configuration  (Section ‎2.1)
	Aligned with ‎[6].  OFDM time windowing and pilot/ signalling patterns have been included.  Note that only the FFT=1024 OFDM configuration is simulated.

	WCDMA link-level assumptions and configuration (Section ‎2.2)
	Aligned with ‎[6].  Advanced WCDMA receivers have been described.

	Link-level SNR definition  (Section ‎2.3)
	Not defined in ‎[6].  The definition used here may be specific to Nortel’s simulation approach.

	Link-level simulation scenarios  (Section ‎2.4)
	Aligned with ‎[6].

	MCS combinations  (Section ‎2.5)
	A specific coding block size has been specified and the number of bits and symbols per TTI calculated.


Table 1:  Description of alignment with ‎[6] and supplementary material for link-level simulations
	System-Level Item
	Comments

	System-level simulation approach  (Section ‎3.1)
	Aligned with ‎[6].

	System-level set-up  (Section ‎3.2)
	Aligned with ‎[6].

	Traffic sources/models  (Section ‎3.3)
	The three traffic models from ‎[6] (FTP, HTTP, NRTV) have been included as well as the full-queue and a simplified bursty traffic model.

	Channel models and interference  (Section ‎3.4)
	Aligned with ‎[6].  Details on the calculation of the C/I ratios for both OFDM and WCDMA have been included.

	Scheduling algorithms  (Section ‎3.5)
	Specific scheduling algorithms are TBD in ‎[6].

	Required system-level simulator inputs  (Section ‎3.6)
	The described BLER curve inputs are specific to Nortel’s simulation approach.

	HARQ modeling  (Section ‎3.7)
	The described HARQ modelling method is specific to Nortel’s simulation approach.

	System-level performance metrics  (Section ‎3.8)
	Aligned with ‎[6].


Table 2:  Description of alignment with ‎[6] and supplementary material for system-level simulations
Section ‎2 of this document describes the link-level simulation assumptions and methodology, while Section ‎3 describes the system-level simulation assumptions and methodology.
2 Link-Level Simulation Assumptions & Methodology
Some specific link-level assumptions are listed in this section.  In terms of physical layer operations that are not covered specifically here, the specifications described in ‎[2], ‎[4] and ‎[5] are followed.  Information on channel power allocation levels is also included later in Table 9.

2.1 Link-Level Simulation Assumptions for OFDM

Table 3 provides a list of the link-level simulation assumptions that are relevant to the OFDM evaluation case.  Here, it has been necessary to define an OFDM structure that is compatible with the HSDPA physical layer design.

	Parameter
	Explanation/Assumption
	Comments

	Carrier frequency
	2 GHz
	

	Fast fading model
	Jakes model
	

	HSDPA slot length (TTI)
	2 msec
	

	Channel estimation
	Ideal

Real
	Ideal channel information is assumed to be available at the receiver.  Perfect timing and frequency estimation is also assumed.

Real channel estimation from pilot subcarriers.

	MIMO configuration NT:NR
	1:1
	

	Subcarrier MCS levels
	All data subcarriers carry equal-weight data with the same modulation and code rate.
	Assume one user per TTI.

	Bit interleaving
	Use the 2nd interleaving defined in Section 4.2.11 of ‎[1].
	

	Rate matching
	Performed to make the number of coding blocks compatible with the radio frame size. 
	Refer to Section 4.2.7 of ‎[1].  Only puncturing is used (no bit repetition).

	Subcarrier interleaving
	Performed to provide additional frequency diversity in certain scenarios.
	Not currently used since there is no benefit when a single user occupies all available subcarriers.

	Power allocation for pilot and signalling channels
	20% of total available power
	Refer also to Table 9


Table 3:  Downlink OFDM link-level simulation assumptions
The reference OFDM configuration used for simulations is Set 2 from ‎[6] and is described below in Table 4.

	Parameter
	Value

	TTI duration
	2 msec

	FFT size
	1024

	OFDM sampling rate
	6.528 Msamples/sec

	Ratio of OFDM sampling rate to UMTS chip rate
	17/10

	Guard time interval (cyclic prefix)
	64 samples (9.804 μsec)


	Subcarrier separation
	6.375 kHz

	Number of OFDM symbols per TTI
	12

	OFDM symbol duration
	166.67 µsec

	Number of useful subcarriers per OFDM symbol
	705

	OFDM bandwidth
	4.495 MHz


Table 4:  Reference OFDM Configuration

2.1.1 OFDM Time Windowing

Time windowing on each OFDM symbol may be used at the transmitter to shape the OFDM signal spectrum in order to comply with the out-of-band spectral emission requirements given in ‎[1].
For simplicity, a triangular time-window is used.  Investigation has shown that the shape of the time window does not significantly affect the performance of the system nor the PSD (power spectral density) of the time-windowed signal.

Figure 1 illustrates the actual time windowing process.  A portion of the cyclic prefix is “borrowed” for part of the time window, so that the overall OFDM sampling rate remains unchanged.  Each OFDM symbol consists of 1024 samples.  The cyclic prefix added to the beginning contains a copy of the final 32 samples of the OFDM symbol.  The 32 samples prior to that set (i.e. samples 961 to 992 of the OFDM symbol) are scaled by a triangular window and are placed in front of the cyclic prefix.  Similarly, the first 32 samples of the OFDM symbol are also scaled by a triangular window and are placed at the tail of the OFDM symbol.  The tail window of one OFDM symbol is overlapped with the head window of the following OFDM symbol; this allows both the head and tail windows to be 32 samples long, while maintaining a cyclic prefix of 32 samples.  The 32-sample cyclic prefix has a time length of 4.902 μsec, which is sufficiently long to handle the maximum time dispersions of all the channel models listed in Table 15.  Note also that the head and tail windows also act to “extend” the cyclic prefix beyond 32 samples, and in practice a maximum channel time dispersion of more than 32 samples (4.902 μsec) can be accommodated.
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Figure 1:  Triangular time-windowing with successive OFDM symbols
2.1.2 OFDM Pilot and Signalling Pattern

The pilot and signalling pattern used in current link-level simulations is spread evenly in the time-frequency plane corresponding to one TTI.
There are a total of 853 pilot/signalling subcarriers in each TTI.  Note that for the reference OFDM configuration given in Table 4, there is a total of 12×705=8460 subcarriers per TTI, so 8460-853=7607 subcarriers are available for data.
The current pilot/signalling pattern is not necessarily expected to be optimal in terms of the number of pilot subcarriers and the arrangement of those subcarriers.  The determination of an optimal OFDM pilot/signalling pattern in a UTRAN deployment is a separate item for future study.

For those link-level simulations that assume that perfect channel information is available at the receiver, the pilot/ signalling subcarriers are not actually used at the receiver.  However, they are included in transmitted signal to account for both subcarrier allocation and power allocation overhead.  The relative power gains on the pilot /signalling and data subcarriers are set according to the power allocation ratio given in Table 3 and Table 9 and the relative numbers of subcarriers as given above.
2.2 Link-Level Simulation Assumptions for WCDMA

Table 5 provides a list of the link-level simulation assumptions that are relevant to the WCDMA evaluation case.  These are consistent with the HSDPA design presented in ‎[5].  Other design aspects of the WCDMA HSDPA link level simulator are directly taken from the standard described in ‎[2] and ‎[5].

	Parameter
	Explanation/Assumption
	Comments

	Carrier frequency
	2 GHz
	

	Fast fading model
	Jakes model
	

	HSDPA slot length (TTI)
	2 msec
	

	Channel estimation
	Ideal

Real
	Ideal channel information is assumed to be available at the receiver.  Perfect timing and frequency estimation is also assumed.

Real channel estimation from pilot channel.

	MIMO configuration NT:NR
	1:1 used
	

	Chip-rate
	3.84 Mcps
	

	Spreading factor
	16
	

	Channel width
	5 MHz
	

	Maximum number of length 16 spreading codes available for data
	15
	One spreading code is reserved for the CPICH pilot channel.


Table 5:  Downlink WCDMA link-level simulation assumptions

2.2.1 WCDMA Receivers

2.2.1.1 Rake Receiver

For baseline WCDMA performance results, a Rake receiver is used, with Rake fingers being assigned to each of the distinct path components given in Table 15.
2.2.1.2 G-Rake Receiver

The use of advanced WCDMA receivers to improve HSDPA performance has also been suggested.  One such advanced receiver that has been proposed is the G-Rake (Generalized Rake) ‎[9].
The maximum number of allowable fingers in the G-Rake receiver is set to 12, although typically the number of assigned fingers is equal to twice the number of distinct paths (with the exception of the single path channel model).
Exact matrix inversion is used when inverting the covariance matrix within the G-Rake receiver.  This approach should provide an upper bound on performance, since typically a less complex method (e.g. Gauss-Seidel iterations) would be used in an actual handset in order to reduce implementation complexity.

2.2.1.3 MMSE Receiver

Another potential advanced CDMA receiver is the MMSE receiver which involves the use of equalizers based on the zero-forcing or MMSE (Minimum Mean Squared Error) criterion ‎[10]

 REF _Ref40516767 \r ‎[11].  Based on the results presented in ‎[12], similar performance for the G-Rake and MMSE receivers is expected, although this will be confirmed with actual simulation results.
2.3 Link-Level SNR Definition

The SNR in the link-level simulator is measured from the raw received signal, prior to any receiver processing (e.g. prior to input to a Rake receiver for WCDMA).  It is defined as the ratio of the total received signal power to the power of the AWGN corresponding to the signal’s noise bandwidth (i.e. the power of the AWGN processed through a matched filter). The total signal power is assumed to contain the power from both the data and pilot/signalling channels (or OFDM subcarriers).  
2.4 Link-Level Simulation Scenarios

Table 6 provides a list of the specific simulation cases that are to be evaluated.  For each of the channel models, a fading rate (corresponding to the UE velocity in km/h) is also given.  The channel models are described in more detail later in Table 15.

	Parameter
	Cases
	Comments

	Channel model and fade rate
	Ch-100, 120 km/h

Ch-100,   30 km/h

Ch-102,     3 km/h

Ch-103      3 km/h

Ch-104, 120 km/h

Ch-104,   30 km/h
	Single path

Single path

ITU Pedestrian A

ITU Pedestrian B

ITU Vehicular A

ITU Vehicular A

	Modulation
	QPSK, 16QAM, 64QAM
	

	Code rate
	1/3, 1/2, 2/3, 3/4, 4/5
	Additional code rates can be generated with puncturing

	Coding block size
	860 bits, chosen to minimize the puncturing loss
 across all MCS combinations.

Identical for WCDMA and OFDM.
	Additional coding block sizes can be simulated. 5114 bits is the maximum code block size for turbo coding ‎[2].


Table 6:  Downlink link-level simulation scenarios

2.5 MCS Combinations

Table 7 and Table 8 for OFDM and WCDMA, respectively, show the number of bits or symbols at various points in the transmission process for each of the 15 different possible MCS combinations.  The information payload indicates the number of actual data bits that can be transmitted during one TTI for the corresponding modulation and coding scheme.  Each TTI also contains a 24-bit CRC check value.  The combined data (information bits plus CRC) is segmented into code blocks of size 860 bits (selected to minimize the differences between the nominal and actual code rates).  Rate 1/3 turbo encoding is applied to the segmented code blocks, and the encoded bits are then punctured to rate match to the effective code rate (the effective code rate is the nearest possible match to the nominal code rate).  Although not shown in the table, bit interleaving occurs after the rate matching step.  Rate matching is performed on the coded TTI data as a whole, not individually on each coded block.  In OFDM the bit interleaving is performed across the entire TTI, while in WCDMA bit interleaving is performed on a spreading code (physical channel) basis, again across the entire TTI.  Finally, QAM mapping is used to generate one QAM symbol for each available data subcarrier in the TTI.

	Modulation
	Nominal Code Rate
	Inform. Payload (bits)
	24-bit CRC Addition   (bits)
	Code Block Segment (bits)
	R=1/3 Turbo Encoding (bits)
	Rate Matching (bits)
	QAM Mapping (symbols)

	QPSK
	1/3
	5136
	5160
	6×860
	15480
	15214
	7607

	QPSK
	1/2
	7716
	7740
	9×860
	23220
	15214
	7607

	QPSK
	2/3
	10296
	10320
	12×860
	30960
	15214
	7607

	QPSK
	3/4
	12016
	12040
	14×860
	36120
	15214
	7607

	QPSK
	4/5
	12876
	12900
	15×860
	38700
	15214
	7607

	16-QAM
	1/3
	10296
	10320
	12×860
	30960
	30428
	7607

	16-QAM
	1/2
	15456
	15480
	18×860
	46440
	30428
	7607

	16-QAM
	2/3
	20616
	20640
	24×860
	61920
	30428
	7607

	16-QAM
	3/4
	23196
	23220
	27×860
	69660
	30428
	7607

	16-QAM
	4/5
	24916
	24940
	29×860
	74820
	30428
	7607

	64-QAM
	1/3
	15456
	15480
	18×860
	46440
	45642
	7607

	64-QAM
	1/2
	23196
	23220
	27×860
	69660
	45642
	7607

	64-QAM
	2/3
	30936
	30960
	36×860
	92880
	45642
	7607

	64-QAM
	3/4
	34376
	34400
	40×860
	103200
	45642
	7607

	64-QAM
	4/5
	36956
	36980
	43×860
	110940
	45642
	7607


Table 7:  Numbers of bits and symbols per TTI at various points in the coding, rate matching, and QAM mapping processes for all possible modulation and coding combinations under OFDM assuming a coding block size of 860 bits
	Modulation
	Nominal Code Rate
	Inform. Payload (bits)
	24-bit CRC Addition   (bits)
	Code Block Segment (bits)
	R=1/3 Turbo Encoding (bits)
	Rate Matching (bits)
	QAM Mapping (symbols)

	QPSK
	1/3
	5136
	5160
	6×860
	15480
	14400
	7200

	QPSK
	1/2
	7716
	7740
	9×860
	23220
	14400
	7200

	QPSK
	2/3
	10296
	10320
	12×860
	30960
	14400
	7200

	QPSK
	3/4
	11156
	11180
	13×860
	33540
	14400
	7200

	QPSK
	4/5
	12016
	12040
	14×860
	36120
	14400
	7200

	16-QAM
	1/3
	10296
	10320
	12×860
	30960
	28800
	7200

	16-QAM
	1/2
	14596
	14620
	17×860
	43860
	28800
	7200

	16-QAM
	2/3
	19756
	19780
	23×860
	59340
	28800
	7200

	16-QAM
	3/4
	22336
	22360
	26×860
	67080
	28800
	7200

	16-QAM
	4/5
	23196
	23220
	27×860
	69660
	28800
	7200

	64-QAM
	1/3
	14596
	14620
	17×860
	43860
	43200
	7200

	64-QAM
	1/2
	22336
	22360
	26×860
	67080
	43200
	7200

	64-QAM
	2/3
	29216
	29240
	34×860
	87720
	43200
	7200

	64-QAM
	3/4
	32656
	32680
	38×860
	98040
	43200
	7200

	64-QAM
	4/5
	35236
	35260
	41×860
	105780
	43200
	7200


Table 8:  Numbers of bits and symbols per TTI at various points in the coding, rate matching, and QAM mapping processes for all possible modulation and coding combinations under WCDMA (15 spreading codes) assuming a coding block size of 860 bits
3 System-Level Simulation Assumptions

3.1 Overview of System-Level Simulation Approach

The performance statistics are collected as a function of the number of users per sector.  For each data point in the output graph, the corresponding number of total users are dropped randomly and uniformly within the simulated area (consisting of the central cell and the two surrounding tiers of cells).  Note that a user served by the central base station (the base station of interest) might actually be physically located in a different cell, due to the randomly modelled propagation conditions.  Before statistics are actually collected, the simulation should proceed for 600 seconds in order to ensure that the configuration has reached a stable “steady state” condition.  After this warm-up period, a simulation run corresponding to 300 seconds of real time is then conducted.  This random dropping procedure is conducted a total of 100 times for each given number of total users and the results are averaged for each data point on the output graph.

In the system level simulation, we make the following assumptions:

· The system consists of 19 hexagonal cells.  Six cells in the first tier and twelve cells in the second tier surround the central cell.  Each cell has three sectors.  This yields a total of 57 sectors.

· The mobile users are first dropped uniformly throughout the system.  On average, there should be an equal number of users per sector, although for a specific simulation drop, there may be varying numbers of users within different sectors due to their random spatial positioning. Each mobile corresponds to an active user session. A session runs for the duration of the drop. The mobiles are assigned different channel models, according to the probabilities described in Table 14.  Each channel model remains assigned for the duration of the drop.

· After the initial mobile drop, only one sector (in the central cell) with the specified number of users is fully simulated.  Base station transmissions to the other 56 interfering sectors always occur at full power (i.e. there is no bursty traffic in the interfering sectors).

· Data-only mobiles are assumed.

· The C/I is computed for each UE as described in Section ‎3.4.3, in part according to their current propagation conditions.  These include:

· Shadowing (remains constant over the duration of a drop)

· Fast fading (updated each TTI).  In the system level simulations, correlated fading following Jakes’ spectrum is used.  In addition, independent fading is assumed on each individual path of a multipath channel model.

· Path loss (remains constant over the duration of a drop)

· Antenna gains and antenna patterns

· Packets are scheduled with a packet scheduler as described in Section ‎3.5.

· The HARQ process is modeled by explicitly rescheduling a previously attempted block as part of the current packet call, after a specified HARQ feedback delay period.
3.2 System-Level Set-Up

3.2.1 Antenna Pattern
The antenna pattern used for each sector is specified as:
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= 70 degrees) , and Am= 20 dB is the maximum attenuation.  This antenna pattern is also shown graphically in Figure 2.
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Figure 2:  Antenna Pattern for 3-Sector Cells

3.2.2 Base Station Synchronization

The base stations are currently assumed not to be synchronized with each other.  If it is desired at a later time to have synchronous base station operation for performance evaluation purposes, then this can be included in the system-level simulations at that time.
3.2.3 Antenna Orientation

The antenna bearing is defined as the angle between the main antenna lobe centre and a line directed due east given in degrees. The bearing angle increases in a clockwise direction. Figure 3 shows an example of the 3-sector 120-degree centre cell site, with Sector 1 bearing angle of 330 degrees. Figure 4 shows the orientation of the centre cell (target cell) hexagon and its three sectors corresponding to the antenna bearing orientation proposed for the simulations. The direction of each antenna lobe points towards the side of the hexagon.  The main antenna lobe directions of the 18 surrounding cells are parallel to those of the centre cell.  Figure 4 also shows the orientation of the cells and sectors in the two tiers of cells surrounding the central cell.
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Figure 3:  Centre cell antenna bearing orientation diagram
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Figure 4:  Configuration of adjacent tiers of neighbouring cells, sectors, and Node-Bs
3.2.4 Common System-Level Simulation Assumptions

The assumptions used in the system-level simulations are listed in Table 9 and are primarily taken from ‎[6].
	Parameter
	Explanation/Assumption
	Comments

	Cellular layout
	Hexagonal grid, 3-sector sites
	See Figure 4

	Antenna horizontal pattern
	70 deg (-3 dB) with 20 dB front-to-back ratio
	See Figure 2

	Site to site distance
	2800 m
	Or 1000 m 

	Propagation model
	L = 128.1 + 37.6 Log10(R)
	R in kilometers

	CPICH power
	20% of total cell power
	

	Other common channels
	n/a
	Specific common channels have not yet been defined so all non-data power is currently allocated to the pilot and signalling subcarriers.  (See also Section ‎2.1.2)

	Power allocated to HSDPA transmission, including associated signalling
	Max. 80% of total cell power
	

	Slow fading
	As modelled in UMTS 30.03, B 1.4.1.4
	

	Standard deviation of slow fading
	8 dB
	

	Correlation between sectors
	1.0
	

	Correlation between sites
	0.5
	

	Correlation distance of slow fading
	50 m
	

	Carrier frequency
	2000 MHz
	

	BS antenna gain
	14 dB
	

	UE antenna gain
	0 dBi
	

	UE noise figure
	9 dB
	

	Thermal noise density
	-174 dBm/Hz
	

	Max. # of retransmissions
	3

	Retransmissions by fast HARQ.  Does not include the initial transmission. Programmable

	Fast HARQ scheme
	Chase-combining
	HARQ modelling is described in Section ‎3.7.

	Scheduling algorithm
	As described in Section ‎3.5
	

	BS total Tx power
	Up to 44 dBm
	42.3 dBm is currently used.

	Specific fast fading model
	Jakes spectrum
	

	HSDPA slot length
	2 msec
	

	MCS feedback delay
	2 TTIs ‎[6]
	This implies that after a channel measurement is made, it requires two additional TTIs before it can be used at the Node B.  For example, a channel measurement made in TTI 1 would be transmitted to the Node B and processed during TTIs 2 and 3, and could be used to select the MCS level for TTI 4.

	UE spatial distribution
	Uniform random spatial distribution over elementary single cell hexagonal central Node-B
	

	MIMO configuration NT:NR
	1:1
	

	Channel width
	5 MHz
	

	Frequency Re-use
	1
	


Table 9:  Downlink system-level simulation assumptions
3.3 Traffic Sources

Five different traffic sources may be used to represent a range of different traffic patterns for evaluation purposes.  These traffic models are described in more detail in the following sections.
Only system-level simulations with homogenous traffic mixes are to be conducted.  That is, for a particular simulation, all users will either have all full-queue traffic, all simplified bursty traffic, all FTP traffic, all HTTP traffic, or all NRTV traffic.  There is no mixing of different traffic types within a single simulation.

3.3.1 Full Queue Traffic Model

In the full queue traffic model, pending data is assumed to always be available for each terminal in the simulation.  This traffic model typically gives an upper bound on the expected level of performance.  A full queue packet call is assumed to last for the duration of each simulation.
3.3.2 Simplified Bursty Traffic Model

The bursty web traffic model defined in ‎[7] is intended to provide a simplified model of FTP and HTTP traffic patterns.  The parameters for this model are reproduced in Table 10.  TCP/IP rate control can be modelled according to the open loop process, where the inter-arrival time between successive packets is modelled as a geometrically distributed random variable.
	Process
	Probability Distribution
	Parameters

	Packet call size
	Truncated Pareto
	α = 1.1

k = 4.5 Kbytes (36,000 bits)

m = 2 Mbytes (16,000,000 bits)

µ = 25 Kbytes (100,000 bits)

	Time between packet calls
	Geometric
	µ = 5 seconds

	Packet size
	Deterministic
	12000 bits

	Packets per packet call
	Deterministic
	Based on packet call size and packet size

	Packet inter-arrival time (open loop)
	Geometric
	µ = packet size / peak link speed

Peak link speed is assumed to be 2 Mbps


Table 10:  Bursty traffic model description and parameters
3.3.3 HTTP Traffic Model
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Figure 5: Packet trace of a typical web browsing session
Figure 5 shows the packet trace of a typical web browsing session.  The session is divided into ON/OFF periods representing web-page downloads and the intermediate reading times, where the web-page downloads are referred to as packet calls. These ON and OFF periods are a result of human interaction where the packet call represents a user’s request for information and the reading time identifies the time required to digest the web-page.

As is well known, web-browsing traffic is self-similar.  In other words, the traffic exhibits similar statistics on different timescales.  Therefore, a packet call, like a packet session, is divided into ON/OFF periods as in Figure 6. Unlike a packet session, the ON/OFF periods within a packet call are attributed to machine interaction rather than human interaction.  A web-browser will begin serving a user’s request by fetching the initial HTML page using an HTTP GET request.  The retrieval of the initial page and each of the constituent objects is represented by ON period within the packet call while the parsing time and protocol overhead are represented by the OFF periods within a packet call.  For simplicity, the term “page” will be used in this paper to refer to each packet call ON period.  
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Figure 6: Contents in an HTTP packet call

The parameters for the web browsing traffic are as follows:

· SM: Size of the main object in a page
· SE: Size of an embedded object in a page
· Nd: Number of embedded objects in a page
· Dpc: Reading time
· Tp: Parsing time for the main page
HTTP/1.1 persistent mode transfer is used to download the objects, which are located at the same server and the objects are transferred serially over a single TCP connection using the TCP modelling approach described in ‎[8]. The distributions of the parameters for the web browsing traffic model are described in Table 11.  As with the FTP traffic model described in the following section, 76% of the HTTP packet calls use a packet size of 1500 bytes, while the other 24% of the HTTP packet calls use a packet size of 576 bytes.  Note that these two potential packet sizes also include a 40 byte TCP/IP header (thereby resulting in useful data payloads of 1460 and 536 bytes, respectively) and this header overhead for the appropriate number of packets must be added to the object data sizes calculated from the probabilistic distributions in Table 11.
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Table 11: HTTP traffic model parameters
3.3.4 FTP Traffic Model

In FTP applications, a session consists of a sequence of file transfers, separated by reading times.  The two main parameters of an FTP session are:

· S : the size of a file to be transferred
· Dpc: reading time, i.e., the time interval between the end of the download of the previous file and the user request for the next file.
The packet trace of an FTP session is shown in Figure 7.  Each file download corresponds to a separate packet call.
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Figure 7: Packet trace in a typical FTP session
The underlying transport protocol for FTP is TCP.  The model of TCP connection described in ‎[8] is used to model the FTP traffic.  For each file transfer a new TCP connection is used whose initial congestion window size is one segment (i.e. one packet).

The probabilistic parameters for the FTP application sessions are described in Table 12.
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	Exponential
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Table 12: FTP Traffic Model Parameters
Based on empirical results on packet size distribution, 76% of the files are transferred using a packet size of 1500 bytes and 24% of the files are transferred using a packet size of 576 bytes.  Note that these two packet sizes also include a 40 byte TCP/IP header (thereby resulting in useful data payloads of 1460 and 536 bytes, respectively) and this header overhead for the appropriate number of packets must be added to the file sizes calculated from the probabilistic distributions in Table 12.
3.3.5 NRTV (Near Real Time Video) Traffic Model Characteristics 

This section describes a model for streaming video traffic on the forward link.  Figure 8 describes the steady state of video streaming traffic from the network, as seen by the base station.  Latency at call start-up is not considered in this steady-state model.
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Figure 8:  NRTV (video streaming) traffic model
A video streaming session (or NRTV packet call) is defined as the entire video streaming call time, which is equal to the simulation time for this model.  Each frame of video data arrives at a regular interval T determined by the number of frames per second (fps).  Each frame is decomposed into a fixed number of slices, with each slice transmitted as a single packet.  The size of these packets/slices is distributed according to a truncated Pareto distribution.  Encoding delay, Dc, at the video encoder introduces delay intervals between the packets of a frame.  These intervals are also modelled by a truncated Pareto distribution.

The parameter TB is the length (in seconds) of the de-jitter buffer window in the mobile station, and is used to guarantee a continuous display of video streaming data.  This parameter is not relevant for generating the traffic distribution, but it is useful for identifying periods when the real-time constraint of this service is not met.  At the beginning of the simulation, it is assumed that the mobile station de-jitter buffer is full with (TB × source video data rate) bits of data.  Over the simulation time, data is “leaked” out of this buffer at the source video data rate and “filled” as forward link traffic reaches the mobile station.  As a performance criterion, the mobile station can record the length of time, if any, during which the de-jitter buffer runs dry.  The de-jitter buffer window for the video streaming service is 5 seconds.

Using a source video rate of  64 kbps, the video traffic model parameters are defined in Table 13.

	Information types
	Inter-arrival time between the beginning of each frame
	Number of  packets (slices) in a frame
	Packet (slice) size
	Inter-arrival time between packets (slices) in a frame

	Distribution
	Deterministic

(Based on 10 fps)
	Deterministic
	Truncated Pareto

(Mean=50 bytes,

Max=250 bytes)
	Truncated Pareto

(Mean=6 ms, Max=12.5 ms)

	Distribution
Parameters
	100 ms
	8
	K = 40 bytes
( = 1.2
	K = 2.5ms
( = 1.2


Table 13: Video streaming traffic model parameters
3.4 Channel Models and Interference

3.4.1 Channel Models

In this context, a channel model corresponds to a specific number of paths, a power profile giving the relative powers of those multiple paths (ITU multi-path models), and Doppler frequencies to specify the fade rate.  The six channel scenarios or models used for evaluation purposes are listed in Table 14.
For a heterogeneous channel mixture, the channel models (from A to F) can be randomly assigned to the various users according to the probability distribution listed in Table 14.  Note, however, that at the present time, performance evaluations are only conducted for a homogenous channel selection (i.e. all UEs within a simulation use the same channel model).  In either case, the channel model assigned to a specific user remains fixed over the duration of a simulation drop.

	Channel Model
	Multi-path Model
	# of Paths
	Speed (km/h)
	Fading
	Assignment Probability

	Model A
	Ch-100
	1
	120
	Jakes
	0.1

	Model B
	Ch-100
	1
	30
	Jakes
	0.1

	Model C
	Ch-102
	4
	3
	Jakes
	0.3

	Model D
	Ch-103
	6
	3
	Jakes
	0.3

	Model E
	Ch-104
	6
	120
	Jakes
	0.1

	Model F
	Ch-104
	6
	30
	Jakes
	0.1


Table 14:  Channel models and associated assignment probability distribution

The channel models, UE speeds (for fading rates), and assignment probabilities listed in Table 14 are adapted from ‎[3].  Note that a separate link-level simulation must be performed for each specific channel model and UE velocity combination.  Hence, there is a desire to minimize the number of different possible channel model combinations, while ensuring that an accurate modelling of reality is also made. The assignment probabilities in Table 14 were selected to agree with the corresponding probabilities in ‎[3], while reducing the number of different distinct fading velocities in order to reduce the number of link level simulations that must be performed.
The normalized power profiles for the different channel models such as flat fading (Ch-100), ITU Pedestrian-A (Ch-102), ITU Pedestrian-B (Ch-103), and ITU Vehicular-A (Ch-104) are given in Table 15.  For the channel models that correspond to the standard ITU channel models, the relative ratios of the path powers are the same, but the absolute power values have been normalized so that they sum to 0 dB (unit energy) for each given channel model.  The relative delays of each path are also included in the table.
	Channel Model
	Path 1
	Path 2
	Path 3
	Path 4
	Path 5
	Path 6

	Flat Fading Ch-100
	0 dB

0 ns
	–
	–
	–
	–
	–

	ITU Ped. A Ch-102
	-0.51 dB

0 ns
	-10.21 dB

110 ns
	-19.71 dB

190 ns
	-23.31 dB

410 ns
	–
	–

	ITU Ped. B Ch-103
	-3.92 dB

0 ns
	-4.82 dB

200 ns
	-8.82 dB

800 ns
	-11.92 dB

1200 ns
	-11.72 dB

2300 ns
	-27.82 dB

3700 ns

	ITU Vec. A Ch-104
	-3.14 dB

0 ns
	-4.14 dB

310 ns
	-12.14 dB

710 ns
	-13.14 dB

1090 ns
	-18.14 dB

1730 ns
	-23.14 dB

2510 ns


Table 15:  Normalized relative power profiles (in dB) and path delays (in ns) for multi-path channel models
3.4.2 Geometry

The instantaneous geometry G received by the mobile is defined as ‎[8]
:
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where S is the number of interfering sectors, 
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 is the total energy per chip long-term averaged over the fast fading and received from the sth interfering sector.

Note that a single path channel model is always assumed between a user of interest and any interfering base station (even if a multi-path channel model has been modelled for the controlling base station).  For example, the desired user may have a downlink connection with its controlling base station as modelled by the Ch-104 channel model in Table 15 and with a fade rate corresponding to an appropriate velocity profile as described in Table 14.  However, the link between this desired user and each of the interfering base stations (also transmitting on the downlink) should be assumed to be modelled by a single path channel model (Ch-100 in Table 15) with a fade rate corresponding to the desired user’s selected velocity profile.

3.4.3 Carrier-to-Interference Ratio (C/I)

The carrier-to-interference ratio (C/I) in the system-level simulator is measured prior to input to the actual receiver.  This aligns with the SNR in the link-level simulators also being measured in the raw received signal, prior to input to the actual receiver (See Section ‎2.3).  Alignment in the SNR and C/I measurements is essential here, since the outputs (BLER curves) of the link-level simulators are used as the inputs for the system-level simulator.

The noise in the link-level simulators is assumed to have a Gaussian distribution.  The assumption of equivalence between SNR in the link-level simulator and C/I in the system-level simulator is justified since the multi-sector interference in the system-level simulator can also be assumed to follow a Gaussian distribution.  (The Central Limit Theorem implies that the sum of a large number of random variables (the interference values from other sectors) should essentially follow a Gaussian distribution.)  This assumption allows the BLER curves from the link-level simulators to be used as accurate models within the system-level simulator.

The accurate calculation of the C/I values within the system-level simulator requires the nature of any time-dispersive channels on the transmitted signal to be taken into account.  Proposed methods for accurately modelling the C/I are described in the following subsections.  Note that the methods covered here only describe the accurate modelling of the signal attenuation due to multi-path fading.  The overall C/I calculation, of course, includes other factors such as transmission power, path loss, shadowing, antenna gains, etc.
3.4.3.1 Carrier-to-Interference Ratio Modelling for WCDMA

The following approach may be used to accurately model C/I values for WCDMA receivers (e.g. Rake, G-Rake).
3.4.3.1.1 Root Raised Cosine Pulse
When considering the effects of multi-path fading on the received signal power at the input to the receiver in a WCDMA system, it is easiest to work in the time domain.  At the transmitter, the signal for each chip is shaped with a RRC (Root Raised Cosine) filter.  The multi-path versions of this shaped pulse will arrive with different time delays, amplitudes (due to the corresponding long-term average path power and the current fading amplitude of that path), and phases (due to the time delay and instantaneous fading of that path).  Since the RRC pulse shape has a non-zero length, it is likely that the received RRC pulse patterns on the different paths will interact with each other; in some cases the signals may add constructively, while in others they may add in a negative fashion.

The root raised cosine pulse shape is given as:
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where β represents the filter roll-off factor (equal to 0.22 for the system considered here) and T is the chip length in seconds (equal to 1/(3.84×106)).  Note that R(0) in the above expression can be shown to evaluate as:
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In theory, R(t) represents an impulse response that stretches to infinity in both the negative and positive directions.  In practice, however, R(t) can be evaluated between a fixed pair of limits (e.g. 5 chip lengths in both directions from zero) since the value of R(t) outside of these limits will be negligible.

3.4.3.1.2 WCDMA Impulse Response Power

To compute the effects of multi-path fading on the received WCDMA signal, the following steps can be followed.  A normalized (unit energy) RRC pulse shape is considered.  For each path, this pulse shape is scaled by both the amplitude corresponding to the long-term average path power for that path (the sum of all of the path powers is normalized to unity) and the current instantaneous fading amplitude for that path.  In addition, the current phase offset due to the fading on the corresponding path is included.  Each pulse should also be delayed by the relative time delay for the corresponding path.  The scaled, phase-rotated, and time-delayed pulses may then be summed across all of the paths to yield the total received impulse response that would be observed at the input to the receiver.  The power within this impulse response (obtained by squaring its magnitude) may then be integrated to produce the relative power gain or loss due to the selected channel model and current fading conditions.

The power gain/loss represented by the multi-path impulse response may thus be calculated from the following expression.
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where p represents the multi-path path index, R(t) is the value of the RRC filter pulse shape at time t, Mp(t) is the fading magnitude value for the pth path at time t, Ap is the amplitude value corresponding to the long-term average power for the pth path (assuming that the sum of the long-term path powers in the channel model has been normalized), θp(t) is the current phase rotation induced by the fading at time t, and Tp is the relative time delay of the pth path.  The complex exponential term represents the phase rotation due to the instantaneous fading.  The quantity within the absolute value signs represents the multi-path impulse response at time t.  The magnitude of this quantity is then squared to yield the instantaneous power of the impulse response at time t which may then be integrated.  Note that in practice, the impulse response would have a finite length and the integration limits could therefore be adjusted accordingly.  Also, for simulation purposes, it is necessary to integrate the above expression numerically.  A numerical integration step size of 0.5 chip can be shown to result in almost no approximation error (as compared to a much smaller integration step size such as 0.01 chip) and was therefore used.

3.4.3.1.3 WCDMA Interference and Noise Powers

At the system-level, the interference from other sectors and base stations is assumed to propagate over a single-path transmission channel.  This implies that all of the interference power experiences flat fading and can therefore be easily dealt with.  Thus, the total interference and noise power should simply be equal to the sum of the instantaneously faded path powers from each of the interfering sectors and/or base stations and the thermal noise (including the receiver noise figure) as shown in the denominator of the geometry value from Section ‎3.4.2.

The noise bandwidth for WCDMA (with a RRC pulse shape) is equivalent to the chipping rate of 3.84 MHz.
3.4.3.2 Carrier-to-Interference Ratio Modelling for OFDM

3.4.3.2.1 OFDM Signal Power Approximation Using Representative Subcarriers

A simplified yet accurate approach for estimating signal power within the system-level simulator involves calculating a simplified faded subcarrier profile in the frequency domain and then using this to estimate the true signal power.  This concept is illustrated in Figure 9, where three sample subcarrier power profiles are shown for the Vehicular A channel.  The solid line represents the actual power profile computed on a subcarrier by subcarrier basis for all 705 subcarriers.  The two dashed lines represent approximations to this power profile using different numbers of representative subcarriers spaced at regular intervals.  Rather than evaluating the signal power over all 705 subcarriers, only one subcarrier’s power is evaluated and then used to represent the power for the group of neighbouring subcarriers.  This is a valid approximation since there is an observable correlation in the frequency-selective fading experienced by adjacent subcarriers.
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Figure 9:  Sample OFDM subcarrier signal power profile with representative subcarrier approximations for the Vehicular A channel
Note that the frequency-selective fading power profile value for the kth subcarrier can be calculated using the following equation:
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where p represents the multi-path path index, Mp(t) is the fading magnitude value for the pth path at time t, Ap is the amplitude value corresponding to the long-term average power for the pth path (assuming that the sum of the long-term path powers in the channel model has been normalized), θp(t) is the current phase rotation induced by the fading for path p at time t, fk is the relative frequency offset of the kth subcarrier within the spectrum, and Tp is the relative time delay of the pth path.

The OFDM design described in Table 4 has 705 subcarriers.  This quantity can be factored into the product of 15 and 47.  The use of 47 representative subcarriers spaced every 15 subcarriers across the spectrum was therefore selected to ensure accurate modelling of the dispersive channel.

Note that the FFT operation preserves the signal power between the time domain and the frequency domain (Parseval’s Theorem).  Hence, there are no issues with calculating the fading effects of dispersive channels on received signal power by performing the calculations in the frequency domain.
3.4.3.2.2 OFDM Interference and Noise Powers
The interference from other sectors and base stations can be calculated in the same manner as for WCDMA.  See Section ‎3.4.3.1.3 for more details.

The noise bandwidth used for OFDM is equal to the width of the active subcarrier spectrum.  For the current design with 705 subcarriers, the subcarrier spacing is equal to 6.375 kHz.  The subcarrier noise bandwidth is also equal to this value, so the total OFDM noise bandwidth is equal to:


[image: image22.wmf]MHz

494375

.

4

kHz

375

.

6

705

=

´

=

´

=

sub

sub

noise

B

N

B


3.4.4 Channel Quality Reporting

C/I values are reported for each mobile on a TTI by TTI basis.  That is, a new C/I value for each mobile is available at the beginning of each TTI.  As noted in Table 9, C/I values are delayed between the time they are measured and the time they are available for use.

No quantization of C/I values is modelled, so the reported values are essentially “exact” (to the limits of the internal floating point representation).
Noise, measurement error, and reporting errors are not included in the reported C/I values.

No filtering is used to time-average the reported C/I values.  Each C/I value is used as it becomes available (i.e. after the reporting delay) and is then discarded.  There is no “memory” of previously reported C/I values.

3.5 Scheduling Algorithms

Each of the scheduling algorithms used below is applied on a TTI by TTI basis.  That is, at the beginning of each TTI, the selected scheduling algorithm is applied to determine which mobile is assigned to that TTI.  Only users who currently have queued data awaiting transmission are considered during each scheduling assignment.
3.5.1 Round Robin Scheduling

A round-robin (RR) scheduler is defined as a scheduler that cyclically allocates a TTI to each one of the mobiles in order to transmit data signals without consideration of the packet quality (successful transmission or not) or the current channel quality (whether or not the mobile is currently in a fade).  Hence, all users should receive the same amount of transmission time, but will likely have different throughput values, depending on their channel conditions.
3.5.2 Maximum C/I Scheduling

A maximum C/I scheduler will allocate a TTI to the mobile that has the highest reported C/I value as of the present time.  Note that there is a reporting delay included before the C/I values become available to the scheduler, so the scheduled user may not actually have the highest overall C/I value during the scheduled TTI.
3.5.3 Earliest Packet Arrival Scheduling
The earliest packet arrival scheduling algorithm is a simple scheduling algorithm intended to ensure that all users receive equal throughput when their traffic sources generate essentially the same amount of data during a constant flow (i.e. a streaming service).  As such, it is intended to be used only for the NRTV traffic model, where all users have a constant stream of data arriving at the Node B, and all users require the same average data throughput.
This scheduling algorithm considers all currently pending packets for all users and selects the packet that arrived at the Node B first to be transmitted.  This ensures that all older packets get transmitted (up to the maximum number of transmission attempts) before newer packets are sent.

When all users require equal throughput, they may actually be assigned different total numbers of TTIs.  For example, a user with a poor transmission channel will almost certainly require more TTI assignments to send the same amount of data using a lower MCS combination than would a user with a much better transmission channel who also wished to send the same amount of data.
3.5.4 Proportional Fairness Scheduling

The proportional fairness (PF) scheduler shall be implemented as follows:

· At each time n, a priority function 
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· The mobile station i with the highest (largest) priority 
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where:

· 
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 is the time index (in TTIs)

· 
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 is the data rate potentially achievable for mobile station i at time n (computed using the C/I reported from the mobile station)

· 
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 is the average throughput served to this mobile station up to time k
·  and  are indices used to control the scheduling fairness.  The values normally used for simulation purposes here are ==1.  (Note that these two parameters can be varied to select a scheduling method anywhere between the two extremes of round-robin scheduling (=0, =1) and maximum C/I scheduling (=1, =0).)


[image: image30.wmf]]

[

n

T

i

 is computed as follows:


[image: image31.wmf]î

í

ì

-

×

-

+

-

-

=

1

 

time

 

at

 

bits

 

info

 

]

1

[

 

scheduled

 

 was

 

 

MS

 

if

]

1

[

)

1

(

]

1

[

1

 

time

 

at

 

scheduled

 

not

 

 was

 

 

MS

 

if

]

1

[

]

[

n-

n-

N

i

n

N

n

T

n-

i

n

T

n

T

i

i

i

i

i

l

l

l


where 
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Note that 
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 is the number of information bits (payload bits) corresponding to an initial packet transmission occurring at TTI n-1. It is updated only once for the first transmission of a new packet since net throughput (goodput) is the quantity of interest. Therefore, the second part of the above throughput calculation equation is used only once per packet (only for the initial transmission and not for any retransmissions).

3.6 Required System-Level Simulator Inputs

To accomplish the system level simulation for WCDMA and OFDM in an HSDPA scenario, link-level inputs are required. In this section, the necessary link-level simulation results are described, and their usage explained.

In the link-level simulation results, it is required to provide the block error rate (BLER) with respect to signal-to-noise ratio (SNR) for different modulation code sets (MCSs) and channel models.  We assume that 
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 is the MCS for the kth channel model and the ith code set. Each MCS gives a payload, 
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, which equals the total information bits per coding block. Note that it may be possible to transmit multiple coding blocks during a single TTI for a given MCS.  An example of the required MCSs for the kth channel is illustrated in Figure 10.
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Figure 10:  BLER versus SNR for the kth channel model and the ith code set
These TTI BLER curves are used both for scheduling and for HARQ error determination as described in Section ‎3.7.

In the context of these simulations, SNR is assumed to represent the average SNR over a TTI.  In addition, SNR and C/I are assumed to be equal.  (The link level results are generated as a function of SNR, whereas the system level simulations consider C/I.  However, this is not a problem if the two quantities are assumed to be equal.)  This assumption is justified by the assumed large number of interferers and the expectation that the observed interference will be Gaussian in nature.  This latter expectation originates from the fact that a number of base stations and either a number of PN codes (WCDMA) or a large number of sub-carriers (OFDM) act as interference.  The Central Limit Theorem therefore implies that the sum of these interference sources should be Gaussian in nature.

3.6.1 Link-Level Simulation Results for Chase-Combining

3.7 HARQ Modelling (Chase Combining)

3.7.1 MCS Determination

Each mobile reports its received SNR (C/I) (the SNR for each mobile in the nth TTI is indicated by 
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) to its serving BTS.  For notational simplicity, the specific mobile index has been omitted from the SNR term.  A different SNR value is, of course, reported from each mobile, although the same process as described below will be followed for each mobile.
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Figure 11:  SNR threshold for MCS determination with Chase-combining

According to the SNR threshold, 
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, corresponding to a certain BLER of x% (for instance, BLER=10%) as shown in Figure 11 (where k specifies the channel model and i the MCS level), we may determine the best MCS (corresponding to the modulation and code rate) for data transmission. The TH superscript indicates that the corresponding SNR value is a threshold.  The determination rule for MCS selection is as follows:
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and i=1,2,…,N-1.
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Note that not all of the MCS combinations shown in Figure 11 are necessarily used to generate SNR threshold values.  Any MCS combinations that have an equal or smaller data payload than another MCS with a lower SNR threshold are dropped from consideration.  In addition, if only a small amount of data is pending in the transmission queue, then the MCS assignment algorithm will choose the lowest possible MCS combination whose payload is greater than the amount of data to be transmitted.
The controlling BTS determines the active user based on the selected scheduling algorithm (described in Section ‎3.5). For example, the proportional fairness scheduling algorithm depends on the current channel conditions and cumulative user throughput.
3.7.2 Transmission Block Structure

We assume that the transmission block contents are generated from a mother code with a code rate of 1/3 (1/3 is also shown as an example in Figure 12).  In this example, the code rate can vary between 1/3 and 1, depending on the number of parity bits that are included in the transmission. Code rates of 2/3, 1/2 and 1/3 are shown as examples, with various numbers of parity bits being included to obtain the desired code rate.  It is noted that the initial block (first block) must include the systematic bits (S) and may include some of the parity bits (P0 and P1).  For chase-combining, retransmitted blocks should be identical to the originally transmitted block.  The contents of retransmission blocks may be different for incremental-redundancy HARQ, although that method is not discussed here.
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Figure 12:  An example of data packet encoding and transmission packet formation
3.7.3 HARQ Reception and Error Determination

The received SNR for the initial block can be used to determine whether or not that block should be modelled as being in error.  The received SNR can be used to obtain the expected BLER from the BLER curve corresponding to the selected MCS level.  A uniformly distributed random value over the range from 0 to 1 can then be compared with the expected BLER to decide if the current block is in error.

If the initial packet transmission is successful, a new block will be used for the next transmission to this mobile.  Conversely, if the initial block transmission fails, retransmission with HARQ should be attempted.

For HARQ retransmission with chase-combining, the BS must transmit the same block as in the first attempt and must also use the same MCS level for the retransmissions.  Assuming that the received SNR values for the first, second (first retransmission), and third (second retransmission) transmissions are 
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(7)

A decision as to whether the block is in error is then made using the SNRComb value and the same approach as described above. Note that the MCS BLER curve used for the error decision will be the same as that for the initial block since the effective code rate remains the same due to identical data being retransmitted and the same MCS level being used for chase combining.

3.8 System-Level Performance Metrics

This section describes the performance statistics that are generated as an output from the system-level simulations.  In each case, a performance curve given as a function of the number of users per sector is generated.  Note that the term “data” as used here refers to the information bits (including TCP/IP headers) originating from the traffic sources.  Additional overhead bits such as the CRC and tail bits for turbo coding are not included in this recorded data.
At the current time, only average aggregate metrics measured over an entire sector are considered.  Scatter plots showing the distributions of individual user performance may be presented in the future.
3.8.1 Over-the-Air Throughput

The over-the-air throughput represents the rate at which a net amount of good data can be transferred.  This quantity is calculated by dividing the total amount of good data received at a UE (after HARQ retransmissions) by the sum of the times during which that particular user was scheduled to transmit.

The average over-the-air throughput for a sector is calculated by summing the total amount of good data received by all UEs within that sector and then dividing by the sum of the times during which data was transmitted (i.e. the times during which any active user was scheduled).

3.8.2 Packet Call Throughput

The packet call throughput provides an indication of the visible throughput that each user sees during a packet call (e.g. a web browsing session).  The packet call throughput for a specific packet call can be calculated by dividing the total amount of data contained within the packet call (this amount is assumed to include all of the attempted transmitted data, even those blocks that are not successfully received after HARQ retransmission) by the total time required for the packet call.  The time required for a packet call begins when the first packet in the packet call arrives at the transmitter and finishes when either the final packet in the packet call is successfully received at the UE or transmission attempts on the final packet are concluded after the maximum number of HARQ attempts have been made.
Any packets that are still pending transmission at the end of a simulation are ignored when calculating the packet call throughput.

The average packet call throughput for a sector is calculated by dividing the total amount of packet call data over all packet calls for all users by the sum of the packet call times over all users.  In equation form, this can be written as:
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3.8.3 Residual TTI Block Error

A residual TTI block (or frame) error is the observed TTI block error that remains after the maximum number of HARQ retransmission attempts have been performed.  The residual TTI block error rate is defined as the ratio of the number of residual TTI blocks that remain in error after HARQ retransmission to the total number of distinct transmitted TTI blocks.  This can be calculated on either a per user or per sector basis.
3.8.4 Packet Delay

The average packet delay per sector is defined as the ratio of the accumulated delay for all transmitted packets for all UEs to the total number of attempted packets. The delay for an individual packet is defined as the difference between the time when the packet enters the queue at the transmitter and the time the packet is either successfully received by the UE or attempted packet transmission has been concluded.  The latter situation arises when all of the data within a packet has exhausted the maximum number of HARQ transmission attempts even if the entire packet has not been received at the UE.  Note that a packet may be split across multiple transmission blocks, depending on the packet size and MCS payload size.
If a packet is not successfully delivered by the end of a run, its ending time is set to the time at the end of the run and the packet delay is calculated accordingly.
For the full queue traffic model, an infinite number of packets for each UE is assumed to be queued at the base station.  Hence, the concept of packet delay has no meaning of value in this situation, and the packet delays are therefore assumed to be zero for this particular traffic source.

3.8.5 System Outage Criteria

Currently, the only traffic type that is subject to a specific outage criteria is the NRTV traffic model.  For this particular application, a user is deemed to be in outage if more than 2% of his/her video frames experience a delay of greater than 5 seconds.  The system is considered to be in outage if any individual users are in outage.

For the other traffic types, no specific outage criteria are applied at the current time.

3.8.6 Fairness Criterion

System capacity can be maximized by favouring users with good transmission channels while completely ignoring users with poor transmission channels, although this is not an acceptable situation for real life.  Hence, all mobiles should be provided with a minimum level of throughput to ensure that a certain degree of fairness exists in the system.  The minimum fairness criterion defined in ‎[8] is also used here and is described below.

Let 
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This expression essentially calculates the ratio of the throughput obtained for a specific user to the average throughput delivered to all users.  After calculating the normalized throughput for each user, the CDF of the normalized throughputs should be generated.  This CDF should lie to the right of the curve given by the minimum fairness CDF curve defined in Table 16.  What this criterion implies is that less than 10% of the total users should have throughputs less than 10% of the average throughput, less than 20% of the users should have throughputs less than 20% of the average throughput, and less than 50% of the users should have throughputs less than 50% of the average throughput.  This ensures that most users should receive a satisfactory level of service in terms of fairness.

	Normalized Throughput with respect to Average User Throughput
	CDF

	0.1
	0.1

	0.2
	0.2

	0.5
	0.5


Table 16:  Minimum fairness criterion CDF
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� Part of this cyclic prefix is used for time windowing as described in Section � REF _Ref40146612 \r �‎2.1.1�.


� The puncturing loss mentioned here refers to the percentage of bits that are lost when going from the desired nominal code rate (e.g. 1/3, 1/2, 2/3, 3/4, 4/5) to the actual code rate resulting from the rate matching process.





� Note that the standards definition in � REF _Ref40146401 \r �‎[2]� implies that a maximum number of 7 HARQ retransmissions may be attempted, although there is no requirement to actually make this number of retransmission attempts.  Our simulations are limited to a maximum number of 3 HARQ retransmissions, and the maximum number of retransmission attempts is always made if a particular transmission block is not received correctly.


� Note that this quantity differs from the more traditional Ior/Ioc, which represents the ratio of same cell power to other cell interference and which usually corresponds to the fading-independent long term C/I.  The definition used here includes the effect of the current instantaneous fading from each of the interfering base stations and is consistent with the definition used in � REF _Ref39311208 \r �‎[9]�.
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