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1 Introduction

Support for link adaptation by means of Adaptive Modulation and Coding (AMC) is an integral feature of R5 HSDPA. With AMC, modulation type and code rate on HS-DSCH can be varied according to channel conditions. Variable coding rates on HS-DSCH are achieved by means of rate matching (repetition or puncturing) output of the R99 Turbo-coder in a pre-determined manner, i.e. as a function of Transport Block Set Size (TBSS) and available number of Physical Channel bits. Both R99/R4 and R5 use the same code rate 1/3 Turbo-coder. While the principle of rate-matching is the same for both R4 and R5, the likely and more frequent use of higher effective code rates (>1/2), the use of multiple stages of rate matching, and the standard allowing for the possibility of Incremental Redundancy (IR) differentiate R99/R4 and R5.

Recent discussions on HSDPA performance requirements in WG4 indicated unusually high and rather unpredictable SNR performance degradations for Turbo-coded and punctured transport blocks on HS-DSCH up to several dB for a range of effective coding rates above 1/2.

The results provided in this contribution indicate that the Turbo-coding performance on HS-DSCH is heavily impacted by unfavourable puncturing patterns of the parity bit streams output by the baseline rate 1/3 Turbo-coder. Although the original WG4 simulation results were provided in a TDD-context, exactly the same degradations also occur in FDD, the reason being that Turbo-coding and rate-matching (TS25.212 and 25.222) on HS-DSCH transport blocks (where the problematic interactions originate) are done exactly the same way for both modes.

2 Summary

As a short illustration, figure 1 shows the BLER performance of 3 different HS-DSCH transport blocks of increasing size 4554, 4705 and 4858 bits respectively. All of them are rate 1/3 Turbo-coded, and then punctured down to 6072 bits mapped to the HS-PDSCH’s. This results in an effective coding rate of 0.75 (labelled 7/9-), 0.77 (labelled 7/9) and 0.80 (labelled 7/9+) for the 3 increasing transport blocks sizes.
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Figure 1: Initial BLER for HS-DSCH transport blocks with effective coding rates 7/9-, 7/9 and 7/9+

When increasing the effective coding rate (or equivalently increasing the puncturing rate) of a Turbo-coded transport block on HS-DSCH, one should expect that BLER performance degrades in a proportioned manner, i.e. gets increasingly worse for increasingly higher effective coding rates. This unfortunately does not always happen, and it can be seen in this example that the rate 0.77 (7/9) coded transport block needs some 3dB more SNR than a rate 0.80 coded transport block to achieve the same BLER of approximately 10%.

Generalizing the above example and looking on what happens over the range of possible effective coding rates, figure 2 shows the SNR necessary to decode a transport block on HS-DSCH.
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Figure 2: SNR required to decode a Transport Block on HS-DSCH as a function of effective coding rate

The reason for the observed degradations is that the periodicity (period = 7) in the output of the two Turbo-coder parity bit streams, as given by the impulse responses of the constituent recursive convolutional encoders, deleteriously interacts with the periodicity of the puncturing patterns applied by the second and/or the first rate matching stages in many cases. This effect is increasingly more frequent for increasingly higher puncturing rates.

In the analyses that follow, a single R99 rate matching block is assumed, however, the concepts apply more generally to R4 (section 4) and R5 with and without Incremental Redundancy (section 5). The main conclusion for both cases is that the critical puncturing rates leading to SNR degradation are predictable in principle, but would require a rather complex set of parameters to be taken into account.

Section 6 looks at the implications of the findings in section 4 and 5 into more detail.

In particular, we discuss a first approach to simply avoid the setting of critical puncturing rates in the MAC-hs in the Node B, which has the particular advantage that it would not require a change in current standards and could leave details open to vendor-specific implementation.

While this being our preferred approach in the beginning, the complexity (look-up tables) and imposed restrictions on possible MAC-hs scheduler decisions lead us to also consider a second alternative, which is to investigate slight modifications to the puncturing patterns as generated by the current rate-matching stages for HS-DSCH in 25.212/222. This change would constitute only a small change in the way the rate matching parameters are generated in TS25.212/222, e.g. a modification to the parameters in Table 10 "Parameters for HARQ second rate matching”, and more importantly would not require any additional signalling.

Due to the apparent simplicity of the second option (slight modification of the generation of the puncturing pattern on Turbo-coded parity bit streams) and its transparency for the MAC-hs scheduler (simply selects whatever transport block size is desired as outcome of the scheduler decision), we recommend a corresponding change in 25.212/222 to remedy this problem.

3 Turbo-coding and puncturing periodicities

The constituent recursive convolutional encoders in the Turbo-coder as by 25.212/222 have infinite impulse responses that are periodic with period 7 for positive time. The impact of certain patterns of surviving (i.e. non-punctured) bits in the parity bit stream can be qualitatively illustrated by considering how much information remains in these surviving parity bits. Since every surviving parity bit can be written as a function of all preceding systematic bits, we will look at how much can be learned about the systematic bits from the surviving parity bits.

The Turbo-coder produces 3 bit streams, systematic bits corresponding to the input sequence, parity bit stream 1 (output of 1st constituent encoder) and parity bit stream 2 (output of 2nd constituent encoder).

Note that the constituent recursive convolutional encoder is a Linear Time Invariant (LTI) system on GF2. Therefore, the output of the encoder is a sum of shifted versions of the impulse response of the encoder. Each shifted version of the impulse response corresponds to the locations of the ‘1’s in the Transport Block (TB).
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Figure 3: Structure of rate 1/3 Turbo-coder
Now consider the following simplistic example to illustrate how certain puncturing patterns may result in a loss of distributed information about a small group of bits across the set of bits in one of the parity bit streams:

Let the TB consist of 7 bits followed by many zeros. Now consider the problem of trying to determine the seven bits by observation of the output of one encoder after heavy puncturing. Each observation made at the output is a sum of a subset of the 7 bits. The subset for each particular observation is determined by the surviving bit period and the impulse response of the recursive encoding block.

For most puncture patterns, sums over 7 different subsets of the 7 bits can eventually be observed. Therefore, a system of 7 equations with 7 unknowns can be formed. Assuming they are linearly independent, the values of the 7 bits may be determined.

However, consider the case where the periodicity of surviving bits is simple (one surviving parity bit per period) and the same as the period of the recursive encoding block, 7. Then (due to the periodicity of the signal) every observation for t > 6 is the sum of the same subset of the 7 bits and so no new information is obtained by subsequent observations. Thus, a rank-1 system of equations is formed and a unique solution does not exist.
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Figure 4: Simple periodicity of 7 for surviving (i.e. non-punctured) parity bits
When the periodicity of surviving bits is not a multiple of 7, making observations of the parity bits will eventually form a rank-7 system of equations after several observations. For our 7-bit group, this is sufficient to uniquely determine the bits, i.e. information sufficient to determine the bits is distributed across the surviving parity bits.

It is also possible that some distributed information is lost even for non-simple periods, e.g., consider the case where the non-puncture pattern alternates between a simple period of three and four (2 surviving parity bits per period with period = 7), such as shown in figure 3.
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Figure 5: Alternating pattern of surviving (i.e. non-punctured) parity bits
This results in a period seven non-puncture pattern but with two surviving parity bits per period. The same argument above leads to a rank-2 system of seven equations. This is still insufficient to uniquely determine the group of bits, but does reduce the dimension of the space they may span. Clearly, some information about the TB may also be lost for non-simple surviving bit patterns.

4 Single Stage Rate Matching

In the case of single stage of rate matching, as used in R99/R4 and in many R5 configurations, the problematic interactions between the Turbo-coded output and the punctured transmitted sequence occurs in regions where the puncturing patterns are nearly periodic with surviving bit period equal to a multiple of 7, and when an average 1 out of every 3.5 parity bits survive.

These degradations correspond to rank-1 and rank-2 scenario respectively as described in section 3. This case corresponds to the rank-1 scenario in section 3. Rank-2 scenarios have less impact on the SNR degradation than rank-1 scenarios as can be seen in figure 2. Since higher rank scenarios (>2) do not significantly contribute to performance degradation, other than rank-1 and rank‑2 scenarios are not considered here.

The code rates at the centre of these regions are determined by:
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The critical code rate, CR, corresponds to a rank‑1 scenario when N is even and rank‑2 when N is odd. For rank‑1, we have critical code rates CR = 7/9, 7/8, 21/23,… and for rank-2, we have CR = 7/11, 21/25, … .

The ratio of the number of systematic bits and the number of parity bits in either parity bit stream 1 or 2 can be considered as “parity puncturing rate”. When surviving bit patterns with parity puncturing rate close or equal to 
[image: image7.wmf]2

7

N

 (
[image: image8.wmf]N

=1,2,3…) are used, degradation in performance results. Some amount of Turbo-coding and puncturing interaction will also occur whenever the average periodicity of surviving bits of the parity bit streams 1 or 2 is within ±1 or ±½ of 
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The average puncturing rate of the P1 and P2 rate matching blocks is I/(P/2) where I is the number of bits at the input to each branch of rate matching (transport block size) and P is the total number of surviving parity bits (sum of Turbo-coded parity surviving bits from parity bit streams 1 and 2) at the output of rate matching.

Therefore, the desired code rate will lead to a problematic puncturing pattern if,
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for 
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5 Two Stages of Rate Matching

When two stages of rate matching are employed, problematic puncturing patterns can be generated by any stage, or by the interaction between the stages of rate matching.

A closed form expression based upon similar considerations as above is possible. This expression takes as input either the triplet {Bits Before 1st stage of rate Matching, Bits after 1st Rate Matching, Bits after 2nd Rate matching} or the pair { 1st stage parity puncturing rate, 2nd stage parity puncturing rate}.

The output is a rational number that may be compared to a threshold to accept/reject the configuration as being critical or not critical. The parameters r1 and r2 represent the 1st and 2nd stage parity puncturing rates. Although complicated, equation (4) is a piecewise linear and continuous function in r1, r2.
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Figure 6 shows a contour plot of equation (4) with contours placed at 1/3 and 2/3 for ( = {2/3, 1/3}. The (‘s are selected so that rank-1 effects have twice the weight of rank-2 effects. A threshold comparison could then be based on this equation to test whether or not the Code Rate pair will perform adequately.
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Figure 6: Problematic puncturing regions as a function of puncturing rates in Turbo-coded parity bit streams 1 and 2 (r1,r2) according to equation (4)

6 Possible solutions

At least 2 approaches exist to avoid the problematic interactions between Turbo-coder output and puncturing in the rate-matching stages. These 2 approaches are further described in the following subsections.

Avoidance of problematic puncturing patterns

This approach requires that the MAC-hs simply avoids using puncturing patterns that lead to SNR degradation and simply does not use certain combinations for mapping incoming transport blocks sizes to HS-PDSCH’s.

Avoidance would either require building lookup tables that identify the problematical configurations or evaluating the predicted degradation expression described in the previous 2 sections in the MAC-hs scheduler.

An advantage of the look-up table approach is that no change in current standards would be required and that any particular implementation could be left vendor-specific.

A disadvantage of the avoidance approach is that it is complicated by the fact that there are several dimensions to the problem that will all play a role in determining if a particular configuration will give rise to degradation. Parameters the MAC-hs scheduler would need to take into account in addition include,

· transport block set size of HS-DSCH transmission,

· number of soft information bits to be stored at the UE for H-ARQ,

· number of physical channel bits allocated for the HS-PDSCH’s,

For FDD, these parameters are implied by the combination indicator for number of channelization codes and modulation format i (1 <  i < 29), and the transport block size ki, (0 < ki < 62) in TS25.321.

A graphical representation of 2 such look-up tables for 9600 soft bits (left) and 160000 soft bits (right) is shown in figure 7. Green regions indicate no significant degradation would be expected, yellow regions correspond to a small degradation (<~1/2 dB), and red regions exhibit degradations as large as ~4dB. The grey regions indicate configurations that would exceed the capabilities of the highest UE category.
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Figure 7: Look-up table as a function of the combination indicator i and transport block size ki
Adjustments to the parity stream puncturing scheme

This approach would allow the MAC-hs to simply select any desired transport block size as an outcome of the scheduler decision. It would be required to slightly change the generation of the puncturing patterns in the rate-matching stages in TS25.212/222.

For both the case of 1st rate-matching stage being transparent and the case of both 1st and 2nd rate-matching stage being employed, a number of acceptable solutions exist to avoid the problematic interactions by means of adjustments to the parity bit puncturing.

One of these solutions, e.g. a simple biasing method, is outlined below in the interest of providing a conceptual example for the case of the 1st rate-matching stage being transparent.

Currently, coding rates >1/3 are accomplished by applying the same amount of puncturing to both parity bit streams 1 and 2 at the output of the Turbo-coder (figure 1), although the puncturing pattern “phases” can be adjusted.

In order to avoid puncturing patterns that degrade Turbo code performance, the amount of puncturing applied to parity bit streams 1 and 2 respectively could be slightly different, while keeping the overall number of punctured bits constant.

If the number of punctured bits in parity bit stream 1 is decreased by  and accordingly, the number punctured bits in parity bit stream 2 bits is increased by , the overall code rate is unchanged, but the problematic puncturing patterns can be avoided.

Note that bit collection and bit de-collection stages need to be adjusted correspondingly for this case.

As shown in the previous sections, the desired code rate will lead to a problematic puncturing pattern if,
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The set of code rates that give rise to problematic puncture patterns is a set of unconnected intervals of the real line, one interval per 
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 needs to be considered, the one that minimizes the left hand side of equation (1):


[image: image21.wmf]ú

û

ú

ê

ë

ê

+

=

2

1

7

4

ˆ

P

I

N

.


















(6)

In biasing the puncturing rates of the parity bit streams 1 and 2, P1 and P2, two constraints must be met.

First, the number of surviving bits in parity bit stream 1 must be increased sufficiently by an amount  to avoid the problematic puncturing patterns. Likewise, the number of surviving bits in parity bit stream 2 must be decreased by an equal amount that is also sufficient to avoid problematic puncturing patterns.

These two constraints can be combined in to the following expression for ,
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The procedure to determine and apply the necessary P1/P2 bias is as follows:

Step 1) Compute
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using (6).

Step 2) Determine if the desired code rate results in a problematic puncturing pattern using (5). If it does, continue to Step 3, otherwise set 
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Step 3) Compute the bias 
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 using (7).

Step 4) Compute rate matching parameters by modifying Table 10 in TS25.212/222.
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