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Introduction

During the last RAN WG1 #28 bis meeting, several possible enhancements for uplink dedicated channel were discussed in various proposals [1-4]. Some of the concepts discussed were: adaptive modulation and coding (AMC), hybrid ARQ in the form of Chase or IR, fast scheduling in the Node B, and shorter frame sizes. Most of the techniques are aimed at reducing the latency and increasing the throughput while managing the interference within and between the sectors more efficiently. It is also mentioned in most of the presentations last time that the uplink power control is essential even with these enhancements. In this document, we discuss fast Node B controlled scheduling as well as  autonomous transmission techniques in further detail assuming uplink power control always exists.

In Rel99/Rel4/Rel5, the rate negotiation for uplink DCH is between the RNC and the UE through RRC. The peak-data rate, sub-rates, combinations etc. are negotiated through Radio Resource Control (RRC) configuration between the RNC and the UE. This, effectively, gives the UE a transport format combination set (TFCS). In each TTI, the MAC layer at the UE selects a rate from this set and “autonomously” transmits to the network. The network then closely monitors the UE transmissions. According to the received power, and some probability criteria, the RNC can block certain rates in the TFCS from a UE to prevent UE from creating too much interference. The RRC reconfiguration can take place to reset the TFCS. As can be seen, the current uplink DCH can be viewed as some kind of quasi-autonomous transmission scheme with very slow and limited control from the RNC.

Alternatively, fast scheduling at the Node B has been proposed as one of the main focus areas of the SI. While the same idea is adopted by HSDPA, one has to be very careful when applying it to the uplink. In [6], the main differences between the uplink and the downlink have been discussed. The pros and cons of some specific scheduling options such as Node B scheduled transmission, autonomous transmission and the combined approach were discussed both in [6] and [2]. In this section, we shall discuss these in further detail.

Node B Contolled Scheduling

Conceptually, one of the main advantages of Node B controlled scheduling is better resource management. On the uplink, this would imply better noise rise management. Figure 1 below, illustrates all the “quantities” which contribute to the noise rise at the receiver (i.e., Node B). In particular, it shows that after accounting for other cell interference (which is an overhead), and noise rise due to signaling and power controlled services, we can estimate the quantity Sdata which denotes the maximum available received power that can be tolerated from all data transmissions. 
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Figure 1. Noise rise management in Node B controlled fast scheduling.

 This resource can then be shared between multiple data transmissions. At any given instant, the goal is to maintain the total noise rise above thermal to within a threshold. The resource management engine (i.e., scheduler) can reside either at the Node B or at the RNC. As noted in HSDPA, scheduling at the Node B has the advantage of lower latencies and can react faster to variations in channel conditions. Therefore, in this document we will consider only Node B controlled scheduling instead of  scheduling at the RNC. 

Recall, in the uplink, data transmissions from different UEs’ interfere with each other. Hence for the same amount of resources it would be advantageous from a resource utilization standpoint, to give all resources to “one” UE at a time. But due to limitations of transmit power at the UE and the quantization issues that are often inherent to any “rate set”, the scheduler may be forced to share the resources with more than one user. Hence overall, the goal is to minimize the number of simultaneous transmissions in time. In other words, in order to reduce the interference and maximize utilization, the Node B should schedule as few UEs as possible but at the same time strive to fill the noise rise bin as much as possible. This means that the scheduled UEs are more likely to transmit with higher data rates. The other benefit of Node B controlled scheduling is better network efficiency since the Node B, based on the path loss estimates, and the reported UE transmit power can always select the “best” UEs to minimize the interference that it causes to the neighboring cells. Intuitively, if “every” Node works towards minimizing the interference to neighboring cells then, the overall system capacity will automatically improve. This concept needs further study.
Some potential issues with Node B controlled scheduling are as follows:

· Estimation of the quantity Sdata at any given instant: The received power from a UE may be easy to measure. In particular, it is possible to measure the total received power at any Node B. Hence given an estimate of the “thermal noise” component (which we expect to vary slowly) and the individual contributions of each of the pilots and other power controlled channels, we can effectively determine Sdata. However, due to latencies in the measurements, estimation errors and measurement inaccuracy, and Doppler related variations of the channels, the effective available noise rise estimate could be inaccurate. This problem could result in an overshoot of the noise rise bin if multiple UEs are scheduled at the same time based on the estimates of their contributions to the total noise rise. With fast power control running on the uplink, the potential noise rise overshoot problem can be mitigated if we minimize the number of UEs (preferably only one) to be scheduled at any scheduling instance. Since a single UE may not fully fill up the noise rise bin, it maybe useful for the scheduler to stagger (see figure 2 below) the UE transmission in a fashion that only a single scheduled UE can start a transmission at any scheduling instance while multiple UEs are transmitting together at the same time. This allows the scheduler operating at the Node B to correct for any inaccuracies, thereby enabling better noise rise management. In this way, only one of the scheduled UEs will cause some overshoot/undershoot of the noise rise while the other UE simultaneous transmitting undergo some corrections through the fast power control algorithm. The efficacy and applicability of a staggered solution requires further analysis.
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Figure 2. Example of the staggered UE transmissions assuming a fixed 2ms TTI for all packets. In this example, Sdata is assumed constant, and the Node B schedules the UE on a slot-by-slot basis. Fast power control is assumed available for all UEs.

·  Scheduling UEs in soft handover: Given a UE in soft handover with multiple Node Bs’, one or more of the Node B’s could potentially schedule the UE. If the UE decides to transmit then it will create unanticipated interference to the Node Bs which did not schedule the UE. On the other hand if the UE does not transmit in this situation, then it will result in under utilization of the resources at the Node B which did schedule the UE and a loss of an opportunity for the UE to transmit. Moreover, the probability of all the Node Bs scheduling the UE at the same time is very small. Overall, this problem should be studied in greater detail.

· Packet latencies: As in any scheduling problem, scheduling one (or few) user(s) at a time introduces some delays to the users who are not scheduled. But this problem is less of an issue in our context, since we anticipate fast scheduling to be accompanied with “short” frame durations. Hence we suggest that the study include user level performance metrics (such as average delay and user throughput) to understand the value of centralized scheduling at the Node B.

· Time diversity: Short frame sizes often suffer from a lack of time diversity. But this problem can be addressed via Hybrid ARQ (HARQ) protocols such as incremental redundancy (and/or chase combining). The advantages and disadvantages of these methods have been studied extensively in the forward link. Almost all of the results of that study should translate very well to this uplink study as well.

· Signaling Overheads: Fast scheduling (in any context) requires signaling overhead in both directions. This is applicable to the uplink scheduling problem as well. Hence in order to enjoy the benefits of fast scheduling with short durations we have to accept a certain level of signaling overhead in the forward link. But it is worth noting that a scheduling approach that minimizes the number of simultaneous transmissions at any given instant will work towards reducing the signaling overhead significantly. In addition to downlink signaling overhead, some amount of overhead in the uplink may also be applicable. For example, information about data backlog, and transmit power constraints may be necessary at the Node B in order to effectively schedule the “best” user. 

 In Figure 3, we provide an uplink protocol example of Node B controlled scheduling for a UE that is not in soft handover.
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Figure 3. An uplink protocol example for UE not in soft handover

Autonomous Transmission with Node B Supervision

In addition to centralized scheduling at the Node B, autonomous transmissions with Node B supervision should also be investigated. The type of autonomous transmission discussed here is different from the Rel99/Rel4/Rel5 RNC controlled “quasi-autonomous” mode. Here, the autonomous transmission requires no rate negotiation between the UE and the RNC. Instead, the UE transmits in the uplink at low power over long durations. Simple downlink signaling/rate supervision between the Node B and the UE may be required. Clearly this introduces less overhead in the uplink and downlink compared to the Node B controlled scheduled mode. This type of autonomous transmission may be particularly useful when the UE has only a small packet to send (for example TCP acknowledgements to support forward link TCP traffic), since this reduces the latencies and the uplink overhead (treated as a fraction of the amount of data transmitted). This mode will also be useful for UEs that are not in soft handover but may yet cause interference (if scheduled) to neighboring cells. It may also be useful for UEs in soft handover. Due to the low transmit power assumption in these transmissions, the packet should be heavily coded and transmitted over a relatively long period of time compared to scheduled transmissions. This allows for better interference management (low transmit power) but yet successful decoding of data at the receiver (low code rate with large frame sizes). In this case, time diversity should help with the performance, and the gains due to HARQ may be less. The only other issue that needs to be addressed is the transmission rate (and format) of autonomous transmissions. A very aggressive rate can lead to high interference, but very low rates may be disadvantageous to the UE. Hence it may be of interest to study a UE based rate determination algorithm with supervision from the Node B. 

Soft Handover

UEs in soft handover, as discussed earlier, could face multiple scheduling commands from different Node Bs in the active set. Special attention is needed to handle this situation. This problem doesn’t exist for transmission using autonomous mode. So overall a balance between scheduled and autonomous modes has to be investigated for UEs in soft handover. The additional problem to be investigated is that of HARQ operation in SHO. Combining soft bits across multiple Node Bs may not be possible. But soft combining across multiple transmissions individually at every Node B is still possible. Due to this, the UE has to listen to all the Node Bs for ACK/NACK bits and once an ACK is received from any Node B in the active set, some form of signaling may be needed to inform the Node Bs to flush out the HARQ buffer at the Node Bs in its active set. This will allow Node Bs, which sent NACKs, not to expect any more transmissions from the UE related to that packet. 

Conclusion

This document discusses various issues related to fast scheduling and autonomous transmission in the uplink. We debate the pros and cons of various scheduling options and the operations in soft handover. A discussion of issues related to hybrid ARQ,  adaptive modulation and coding as well as OVSF code management is presented in a companion paper [7]. Some qualitative anaysis of the issues is presented. However, we would like to emphasize that it is unclear which combination of the aforementionted options is better without quantitative performance comparisons. Before any quantitative evaluation can start, it is important to agree upon a set of system and link simulation methodologies such that each of the possible combinations can be evaluated under various traffic model and different mixture of voice and data users, etc. 
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(4) Node B sends identity of scheduled UE and data rate





(2) Node B estimates channel gain from UE, and computes total and individual noise rise
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(7) Node B decodes the packet 





(6) Scheduled UEs transmit data at “assigned” rates
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(5) Node B may schedule more than one user to utilize available noise rise
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UE1 is the “best” user at scheduling instance n+1. Best in the sense of some scheduling algorithm.
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