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1 Introduction

This document provides a description of a down link simulation methodology for the evaluation of OFDM and WCDMA in an HSDPA configuration. The material of this contribution can be developed into a text proposal for TR 25.892. In order to perform an extensive system level evaluation of WCDMA based vs. OFDMA based HSDPA, we present a set-by-set approach to construct a dynamic system simulation tool which can capture and model the important features of HSDPA, such as CQI measurement and MCS mapping, HARQ feedback loops and protocol latency with the classical Node-B scheduling operations. By using a consistent system level simulation model, we can have an accurate assessment and quantification of the merits of the OFDMA based HSDPA.

2 System Level Evaluation Methodology for the Down Link HS-DSCH

The scope this simulation methodology covers the detailed descriptions on system level set-up, channel, traffic and interference modelling, scheduling algorithm and performance metrics. The TII based short term BLER rate link level simulation approach is elaborated with the modelling of both chase combining and incremental redundancy code combining. In addition, the parameter set used for both link level simulations for WCDMA and OFDMA are presented. By integration of link level results and the system level simulation methodology, we can construct a dynamic system simulation tool set. 

2.1 System Level Setup

2.1.1 Antenna Pattern

The antenna pattern used for each sector, is specified as :
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where min[ ] is the minimum function, 
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is the 3dB beamwidth (corresponding to 
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= 70 degrees) , and Am= 20 dB is the maximum attenuation.

2.1.2 Antenna Orientation

The antenna bearing is defined as the angle between the main antenna lobe center and a line directed due east given in degrees. The bearing angle increases in a clockwise direction. Figure 1 shows the 3-sector 120-degree center cell site, with a sector 1 bearing angle of zero degrees. Figure 3 shows the orientation of the center cell (target cell) hexagon and its three sectors corresponding to the antenna bearing orientation diagram of Figure 1. The main antenna lobe center directions each point to the sides of the hexagon.  The main antenna lobe center directions of the 18 surrounding cells shall be parallel to those of the center cell.  Figure 3 also shows the orientation of the cells and sectors in the two tiers of cells surrounding the central cell.
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Figure 1:  Centre cell antenna bearing orientation diagram
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Figure 3:  Configuration of adjacent tiers of neighbouring cells, sectors, and Node-Bs
2.1.3 Common System Level Simulation Assumptions

The assumptions used in the system-level simulations are listed in Table 1 and are primarily taken from [2].
	Parameter
	Explanation/Assumption
	Comments

	Cellular layout
	Hexagonal grid, 3-sector sites
	See Figure 3

	Antenna horizontal pattern
	70 deg (-3 dB) with 20 dB front-to-back ratio
	

	Site to site distance
	2800 m
	

	Propagation model
	L = 128.1 + 37.6 Log10(R)
	R in kilometers

	CPICH power
	-10 dB
	

	Other common channels
	-10 dB
	

	Power allocated to HSDPA transmission, including associated signalling
	Max. 80 % of total cell power
	

	Slow fading
	As modelled in UMTS 30.03, B 1.4.1.4
	

	Standard deviation of slow fading
	8 dB
	

	Correlation between sectors
	1.0
	

	Correlation between sites
	0.5
	

	Correlation distance of slow fading
	50 m
	

	Carrier frequency
	2000 MHz
	

	BS antenna gain
	14 dB
	

	UE antenna gain
	0 dBi
	

	UE noise figure
	9 dB
	

	Thermal noise density
	-174 dBm/Hz
	

	Max. # of retransmissions
	3
	Retransmissions by fast HARQ.  Does not include the initial transmission. Programmable

	Fast HARQ scheme
	Chase combining or incremental redundancy
	

	Scheduling algorithm
	Proportional fairness (PF)

or Round-robin (RR)
	

	BS total Tx power
	Up to 44 dBm
	

	Specific fast fading model
	Jakes spectrum
	

	HSDPA slot length
	2 msec
	

	MCS feedback delay
	2 TTIs
	

	UE spatial distribution
	Uniform random spatial distribution over elementary single cell hexagonal central Node-B
	

	MIMO configuration NT:NR
	1:1
	

	Channel width
	5 MHz
	

	Frequency Re-use
	1
	


Table 1 Down link system-level simulation assumptions
2.2 Traffic Sources

Three different traffic types are suggested for evaluation purposes.  

The FTP full-queue traffic model provides an upper bound on expected performance.  In this application, data is always available for transmission to every user.

The HTTP traffic model is a bursty application that provides a realistic behavioural model of typical web applications.  At any particular point in time, data may or may not be present for transmission to a specific user.

The NRTV (Near Real Time Video) source models streaming traffic and provides a relatively “constant” source of streaming data at regular intervals.  Video frames arrive at regular spacing, although the size of each frame does have a random probabilistic distribution.

Only system-level simulations with homogenous traffic mixes are to be conducted.  That is, for a particular simulation, all users will either have all FTP traffic, all HTTP traffic, or all NRTV traffic.  There is no mixing of different traffic types within a single simulation.

2.3 Performance Metrics

This section describes the performance statistics that are generated as an output from the system-level simulations. In each case, a performance curve given as a function of the number of users per sector is generated.

2.3.1  Data Throughput

Data throughput per user is defined as a ratio of the sum of all of the payloads that were correctly received by the user to the entire simulation time. The data throughput per sector is defined as the sum of entire data throughput from all users in each sector and is obtained by dividing the total amount of data that was successfully transferred to all of the users in a specific sector by the total simulation time.

2.3.2 Residual Block Error

A residual block error is an observed block error that remains after the maximum number of retransmissions has been performed.  The residual block error rate (BLER) is defined as the ratio of the number of residual block errors to the total number of transmitted packets (blocks).

2.3.3 System Outage 

A user is in outage if more than a given percentage of packets (blocks) experience a delay of greater than a certain time. The system is considered to be in outage if any individual users are in outage.

2.4 System-Level Simulation Methodology

The performance statistics are collected as a function of the number of UEs per sector.  For each data point in the output graph, the corresponding number of total UEs is dropped randomly and uniformly within the simulated area (consisting of the central cell and the two adjacent tiers of cells).  Note that a UE served by the central Node-B(the target Node-B) might actually be physically located in a different cell, mainly due to shadowing effects.  Before statistics are actually collected, the simulation proceeds for 600 seconds in order to ensure that the configuration has reached a stable “steady state” condition.  After this warm-up period, a simulation run corresponding to 300 seconds of real time is then conducted.  This random dropping procedure is conducted a total of 100 times for each given number of total users and the results are averaged for each data point on the output graph.

In the system level simulation, we make the following assumptions:

· The system consists of 19 hexagonal cells.  Six cells of the first tier and 12 cells of the second tier surround the central cell.  Each cell has three sectors.  This yields a total of 57 sectors.

· The UEs are first dropped uniformly throughout the system.  On average, there should be an equal number of users per sector, although for a specific simulation drop, there may be varying numbers of users within different sectors due to their random spatial positioning. Each UEcorresponds to an active user session. A session runs for the duration of the drop. The UEs are assigned different channel models, according to the probabilities described in Table 3.  Each channel model remains assigned for the duration of the drop.

· Data-only UEs are assumed.

· The C/I is computed for each UE as described in Section 2.5.3, in part according to their current propagation conditions.  These include:

· Shadowing (kept as constant over the duration of a drop)

· Fast fading (updated each TTI).  In the system level simulations, correlated fading is obtained by filtering Gaussian noise.  In addition, independent fading is assumed on each individual path of a multi-path channel model.

· Path loss (remains constant over the duration of a drop)

· Antenna gains and antenna patterns

· Packets are scheduled with a packet scheduler as described in Section 2.6.

The HARQ process is modelled by explicitly rescheduling a packet as part of the current packet call, after a specified HARQ feedback delay period

2.5 Channel Models and Interference

2.5.1 Channel Models

In this context, a channel model corresponds to a specific number of paths, a power profile giving the relative powers of these multiple paths (ITU multi-path models), and Doppler frequencies to specify the fade rate.

The channel models (from 1 to 6) are randomly assigned to the various users according to the probability distribution listed in Table 3. The channel model assigned to a specific user remains fixed over the duration of a simulation drop.

	Channel Model
	Multi-path Model
	# of Paths
	Speed (km/h)
	Fading
	Assignment Probability

	Model 1
	Ch-100
	1
	30
	Jakes
	0.1

	Model 2
	Ch-100
	1
	120
	Jakes
	0.1

	Model 3
	Ch-104
	6
	30
	Jakes
	0.1

	Model 4
	Ch-104
	6
	120
	Jakes
	0.1

	Model 5
	Ch-102
	4
	3
	Jakes
	0.3

	Model 6
	Ch-103
	6
	3
	Jakes
	0.3


Table 3:  Channel Models and associated assignment probability distribution

The channel models, UE speeds (for fading rates), and assignment probabilities listed in Table 3 are adapted from two different sources [2].  Note that a separate link-level simulation must be performed for each specific channel model and UE velocity combination.  Hence, there is a desire to minimize the number of different possible channel model combinations, while ensuring that an accurate modelling of reality is also made. The assignment probabilities in Table 3 were selected to agree with the corresponding probabilities in  [2], while reducing the number of different distinct fading velocities in order to reduce the number of link level simulations that must be performed.

The normalized power profiles for the different channel models such as flat fading: Ch-100, ITU vehicular-A: Ch-104, ITU pedestrian-A: Ch-102, and ITU pedestrian-B: Ch-103 are given in Table 5.  For the channel models that correspond to the standard ITU channel models, the relative ratios of the path powers are the same, but the absolute power values have been normalized so that they sum to 0 dB (unit energy) for each given channel model.

	Channel Model
	Path 1 (dB)
	Path 2 (dB)
	Path 3 (dB)
	Path 4 (dB)
	Path 5 (dB)
	Path 6 (dB)
	Rake Fingers

	Flat Fading Ch-100
	0
	–
	
	
	
	
	1

	ITU Vec. A Ch-104
	-3.14
	-4.14
	-12.14
	-13.14
	-18.14
	-23.14
	1,2,3,4,5,6

	ITU Ped. A Ch-102
	-0.51
	-10.21
	-19.71
	-23.31
	
	
	1,2,3,4

	ITU Ped. B Ch-103
	-3.92
	-4.82
	-8.82
	-11.92
	-11.72
	-27.82
	1,2,3,4,5,6


Table 5:  Normalized power profiles for multi-path channel models

The Rake finger column in the above table indicates the paths to which WCDMA Rake fingers will be assigned.  It is assumed that Rake fingers will be assigned to each multipath component within a given channel model [2].

2.5.2 Geometry

The instantaneous geometry G received by the UE is defined as
:
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where S is the number of interfering sectors, 
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 is the fading process of the ray between the receiver and the sth interfering sector for a particular TTI, N0 is the variance of the thermal noise, 
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 is the total energy per chip long-term averaged over the fast fading and received from the serving sector, and 
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 is the total energy per chip long-term averaged over the fast fading and received from the sth interfering sector.

Note that a single path channel model is always assumed between a UE of interest and any interfering Node-B (even if a multi-path channel model has been modelled for the serving Node-B).  For example, the desired UE may have a downlink connection with its serving Node-B as modelled by the Ch-104 channel model in Table 5 and with a fade rate corresponding to an appropriate velocity profile as described in Table 3.  However, the link between this desired UE and each of the interfering Node-Bs (also transmitting on the downlink) should be assumed to be modelled by a single path channel model (Ch-100 in Table 5), with a fade rate corresponding to the desired user’s selected velocity profile.

2.5.3 Carrier-to-Interference Ratio (C/I)

Let 
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 denote the samples of the fading processes, for a particular TTI, of the J recovered rays.  Let 
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 denote the current sample of the fading process for the additional ray used to model interference due to unrecoverable power for a particular TTI.  Let 
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 denote the signal-to-interference ratio for each of the Rake fingers, which can be expressed as:
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where G denotes the UE geometry as defined in Section 2.5.2.  The three terms in the denominator of the above expression represent, in order, the interference from other sectors, the self-interference within the sector of interest from other multi-path components that do not have Rake fingers assigned to them, and the self-interference within the sector of interest from other multi-path components that do have Rake fingers assigned to them.  Note that at the current time, the value of 
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(the self-interference within the sector of interest from other multi-path components that do not have Rake fingers assigned to them) will be zero, since all of the multi-path components are currently assumed to have Rake fingers assigned (Table 5).

The Rake fingers shall be combined using MRC (Maximal Ratio Combining) pilot-weighted combining. The signal-to-interference ratio at the output of the maximal ratio combiner is given by:
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2.6 Scheduling Algorithms

Two scheduling algorithms are used for system-level evaluations. Proportional fairness and round-robin scheduling are described in more detail below.

2.6.1 Proportional Fairness Scheduling

The proportional fairness (PF) scheduler shall be implemented as follows:

· At each time n, a priority function 
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 is computed for each UE station i.
· The UE station i with the highest (largest) priority 
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 is scheduled for the current time slot.
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where:

· 
[image: image21.wmf]n

 is the time (in TTIs)

· 
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 is the data rate potentially achievable for UE station i at time n (computed using the C/I reported from the UE station)
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 is the average throughput served to this UE station up to time k
 and  are indices used to control the scheduling fairness.  The values normally used for simulation purposes here are ==1.  (Note that these two parameters can be varied to select a scheduling method anywhere between the two extremes of round-robin scheduling (=0, =1) and maximum C/I scheduling (=1, =0).)
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, which corresponds to an averaging window of 1.5 seconds.

Note that 
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 is the number of information bits (payload bits) corresponding to an initial packet transmission occurring at TTI n-1. It is updated only once for the first transmission of a new packet since net throughput (goodput) is the quantity of interest.

2.6.2 Round-Robin Scheduling

A round-robin (RR) scheduler is defined as a scheduler that cyclically allocates a TTI to each one of the UEs in order to transmit data signals without consideration of the packet quality (successful transmission or not) or the current channel quality (whether or not the UE is currently in a fade).

2.7 Required Simulator Inputs

To accomplish the system level simulation for WCDMA and OFDMA in an HSDPA configuration, link-level inputs are required. In this section, the necessary link-level simulation results are described, and their usage explained.

In the link-level simulation results, it is required to provide the block error rate (BLER) with respect to signal-to-noise ratio (SNR) for different modulation code sets (MCSs). The requirements for the chase-combining and incremental-redundancy HARQ techniques in system-level simulations are different. Detailed descriptions are contained in the following sections.

In the context of these simulations, SNR is assumed to represent the average SNR over a TTI.  In addition, SNR and C/I are assumed to be indentical. Note that the BLER vs SNR curves required here are different from the typical ones, where the SNR refers to the long term SNR, averaged over the fading process. In this simulation methodology a short term BLER is used as link level simulation rsults.

2.7.1 Link-Level Simulation Results for Chase-Combining

For Chase-combining, we require the MCSs (BLER curves as a function of SNRTTI) corresponding to certain modulation levels and code rates for different channel models. SNRTTI refers to the SNR as averaged over on TTI. We assume that 
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 is the MCS for the kth channel model and the ith code set. Each MCS gives a payload, 
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, which equals the total information bits per coding block. Note that it may be possible to transmit multiple coding blocks during a single TTI for a given MCS.  An example of the required MCSs for the kth channel is illustrated in Figure 5.
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Figure 5:  BLER versus SNRTTI with the kth channel model and the ith code set for Chase-combining

2.7.2 Link-Level Simulation Output for Incremental-Redundancy

In addition to the curves required for Chase-Combining (Section 2.7.1), we need to provide additional MCSs with the same payload and same modulation level but for different code rates. An example of the required MCSs on the kth channel is illustrated in Figure 7.


[image: image31.wmf] 

SNR

TTI

     

(dB)

 

BLER

 

Channel Model 

k

 

MCS

k,

0

 

MCS

k

,1

 

MCS

k

,N

-

2

 

MCS

k,

N

-

1

 

P

k,0

 

P

k,1

 

P

k,N

-

2

 

P

k,N

-

1

 

CR

 

R

 

1/3

 

CR

 

R

 

1/3

 

CR

 

R

 

1/3

 

CR

 

R

 

1/3

 


Figure 7:  BLER versus SNRTTI with the kth channel model and the ith code set for incremental redundancy (mother code rate of 1/3)
2.8 HARQ Modelling at the System Level

The methods by which chase-combining (CC) and incremental redundancy (IR) are modelled at the system level, in terms of evaluating received SNR values and observed error rates, are described in the following sections.

2.8.1 Chase-Combining (CC) Based HARQ

2.8.1.1 MCS Determination (CC)

Each UE reports its received SNR (or equivalently C/I) (the SNR for each UE in the nth TTI is indicated by 
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) to its serving BTS. The C/I is computed as indicated in Section 2.5.3. For notational simplicity, the specific UE index has been omitted from the SNR term.  A different SNR value is reported from each UE.
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Figure 9:  SNR threshold for MCS determination with Chase-Combining

According to the SNR threshold, 
[image: image34.wmf])

(

,

SNR

TH

i

k

, corresponding to a certain BLER of x% (for instance, BLER=10%) as shown in Figure 9 (where k specifies the channel model and i the MCS level), we may determine the best MCS (corresponding to the modulation and code rate) for data transmission. The determination rule for MCS selection is as follows:
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The controlling BTS determines the active user based on the selected scheduling algorithm.

2.8.1.2 Transmission Packet (CC)

We assume that the transmission packet contents are generated from a mother code with a code rate of 1/3, as an example code rates 2/3,1/2 can be generated with rate matching algorithm, higher code rte is generated depending on the number of parity bits that are included in the block. For chase combining, retransmitted packets should be identical to the originally transmitted packet.

2.8.1.3 HARQ Reception (CC)

The received SNR (C/I) for the initial packet is used to determine whether or not that packet should be modelled as anerror.  The received SNR (C/I) is used to obtain the expected BLER from the BLER curve corresponding to the MCS level.  A uniformly distributed random value over the range from 0 to 1 is then compared with the expected BLER to decide if the current packet is in error.

If the initial packet transmission is successful, a new packet will be used for the next transmission to this UE.  Conversely, if the initial packet transmission fails, retransmission with HARQ should be attempted.

For the HARQ retransmission with Chase-Combining, the BS must transmit the same packet as the first and must also use the same MCS level for the retransmissions.  Assuming that the received SNR values for the first, second (first retransmission), and third (second retransmission) transmissions are 
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A decision as to whether the packet is in error is then made using the SNRComb value and the same approach as described above. Note that the MCS BLER curve used for the error decision will be the same as that for the initial packet since the effective code rate remains the same due to identical data being retransmitted and the same MCS level being used for chase combining.

2.8.2 Incremental Redundancy Based HARQ

When using incremental redundancy, the combination of systematic and parity bits may be included in a retransmission as described in [4] .  These combinations usually follow a preset sequence, however, so that the decoder at the receiver knows what to expect.  Unlike chase-combining, there is no requirement to retransmit a duplicate of the original transmission packet when using incremental redundancy, nor is there a requirement to maintain the same MCS for all retransmissions.

2.8.2.1 MCS Determination for Initial Packet Transmission (IR)

The MCS determination for the initial packet transmission uses the same methodology as in Section 2.8.1.1.

2.8.2.2 Initial Transmission Packet (IR)

The determination of the initial transmission packet uses the same methodology as in Section 2.8.1.2.

2.8.2.3 HARQ Retransmission (IR)

The received SNR (C/I) for the initial packet is used to determine whether or not that packet should be modelled as an error.  The received SNR is used to obtain the expected BLER from the BLER curve corresponding to the MCS level.  A uniformly distributed random value over the range from 0 to 1 is then compared with the expected BLER to decide if the current packet is in error.

If the initial packet transmission is successful, a new packet will be used for the next transmission to this UE.  Conversely, if the initial packet transmission fails, retransmission with HARQ should be attempted as described in the following sections.

2.8.2.3.1 MCS Determination for Retransmission Packet (IR)

The MCS selected for retransmission could be any MCS depending on the currently reported SNR. Incremental redundancy does not require that HARQ retransmissions be sent with the same MCS level as the original transmission.  The MCS determination for the retransmission packet uses the same methodology as described in Section 2.8.1.1.

2.8.2.3.2 Retransmission Packet (IR)

Figure 10 shows an example of IR operation where packets are transmitted using different modulation and coding schemes (MCS). The fact that all packets are derived from the same set of coded bits (mother code) makes it possible to perform IR combining across all of the received packets in order to recover the original data.  The first transmission in Figure 10 consists of the systematic bits and some of the P1_1 parity bits.
  In this example, the original data cannot be recovered after the first transmission, so a second transmission is made.  Here, most of the remaining parity bits from P1_1 and P1_2 are sent, thus providing incremental redundancy for the data decoding process.  However, the decoding still fails in this example, and a third transmission must be made.  As can be seen from the figure, the systematic bits and some parity information is included in the third transmission attempt.  Since the systematic bits have now been transmitted twice, this portion of the total transmissions represents chase-combining.  (The chase-combining also includes the P1_1 parity data that was transmitted a second time.)  A portion of the third transmission (from P1_2) does provide some additional incremental redundancy since that data was not previously transmitted.  The two dashed outlines indicate the portions of the three transmissions that can be classified as incremental redundancy or chase-combining.  After the third transmission attempt in this example, the original data is successfully decoded and no further retransmissions are required.
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Figure 10:  Packets from one encoder packet transmitted at different MCS

In the system level simulations, a record is maintained of previously transmitted bits and the transmitter selects an appropriate IRto transmit at a particular point in time based on what was previously transmitted and the current MCS level.  

2.8.2.4 HARQ Reception (IR)

The methodology used here for IR-HARQ employs de-mapping losses for converting between different modulations and puncturing penalties for converting between different code rates.  Essentially, the SNR values of all of the received transmissions corresponding to the same original data packet are combined into a single SNR value corresponding to QPSK modulation with rate 1/3 encoding.  The BLER curve for this MCS combination is then used to determine if the received data is correct or not.  The following sections describe how the single IR SNR value is calculated.

2.8.2.4.1 De-mapping Loss (IR)

We define the de-mapping loss as the SNR difference between the base QPSK modulation and higher modulations such as 8PSK, 16QAM, and 64QAM.  The de-mapping loss allows us to convert a set of transmissions (which may have occurred at different modulations) to a common reference modulation (QPSK).

The de-mapping loss can be determined as follows:

· Generate MCS BLER curves for X0-QAM (QPSK) and Xl-QAM with different code rates (CR0, CR1,…) for channel model k.

· Calculate the difference of SNR between X0-QAM (QPSK) and Xl-QAM with the same code rate CRj (see Figure 12 for an example), whereby the de-mapping loss for Xl-QAM with respect to code rate CRj (j=0,1,…,J-1) can be determined as listed in Table 7.  These SNR differences will be taken at a BLER of 1%.

· The de-mapped SNR can be obtained by adding the de-mapping loss to the received SNR.  The de-mapping loss for a particular MCS can be obtained from Table 7 and via linear interpolation where necessary. 
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Figure 12:  An example of determining the de-mapping losses between modulations Xl-QAM and X0-QAM (QPSK) for various code rates (CR0, CR1, CR2, …)

Figure 12 illustrates an example of the calculation of de-mapping losses, using a number of BLER curves are generated for various code rates and modulations.  

	Code Rate CRj
	De-mapping Loss (dB)
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Table 7:  An example of de-mapping loss for Xl-QAM and channel model k

2.8.2.4.2 Puncturing Penalty (IR)

We define the puncturing penalty as the difference in SNR between code rate 1/3 (the mother code rate) and code rate RCj, both with QPSK modulation.

The puncturing penalties can be determined as follows:

· Generate the MCS BLER curves for different code rates within the range 1 to 1/3 with QPSK modulation.

· Calculate the SNR difference, 
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, between CRj and CR0 to determine the corresponding puncturing penalty (see Figure 14). These SNR differences will be taken for a BLER of 1%.  This results in the puncturing penalties as a function of the code rates, as listed in Table 9.
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Figure 14:  An example of determining the puncturing penalties between code rates CRj and CR0 with QPSK modulation

The puncturing penalties, as shown in Figure 14, are used to convert the SNR value for an “arbitrary” code rate to an equivalent SNR value for the base mother code rate (1/3, for these evaluations).

	Effective coding rate
	Puncture penalty relative to RC=1/3 (dB)

	CR0=1/3
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Table 9:  Puncturing penalties with QPSK modulation at y% BLER

2.8.2.4.3 Determination of Combined SNR (IR)

Note that all SNR values in this section are expressed in linear form (not in dB).

We consider the following definitions:

· L equals the total number of coded bits in the mother code.

· Lm equals the number of coded bits included in the mth transmission (including initial transmission and retransmissions).

· 
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 equals the number of bits in the mth transmission belonging to the jth sequence.

· M equals the total number of transmissions for a packet (including initial transmission and all retransmissions).

· 
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 equals the de-mapped SNR for the mth transmission after the de-mapping penalty (for modulation conversion) has been applied.

· N is the number of sequences in the mother code.  (A sequence is the set of systematic bits or one set of parity bits.  The mother code rate will therefore be 1/N.  Figure 16 illustrates an example code rate of 1/3 with three sequences (j=1, j=2, j=3).)

By using the de-mapped SNR, the combined SNR, 
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which represents an average of the chase-combined SNR value for each sequence of the mother code.
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where SNR(De-map) is the SNR after including the de-mapping loss (if a modulation other than QPSK is used).  The weighting by the number of sequence bits per transmission (“normalized” by the total number of unique coded bits per sequence) compensates for the total amount of data that has been transmitted (possibly multiple times) within each sequence.  A sequence that has more received bits than another sequence will have its overall SNR contribution weighted more highly.
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Note that the first sequence (j=1) contains the systematic bits and the second and third sequences (j=2,3) contain the parity check bits, as shown in Figure 16.  Each sequence contains L/N bits, where N=3 in this example, and currently N=3 for the evaluations that will be performed.
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Figure 16:  An example of combined SNR calculation

Figure 16 provides an illustration of the combined SNR calculation process.  In this example, a total of four transmissions occur.  The mother code information, including all of the systematic and parity bits) is included at the top of the diagram.  The example mother code is a rate 1/3 code, so there are three sequences (S, P1_1, P1_2), each with L/3 bits.  During the four transmissions, different sequence bits are transmitted a different total number of times.  In this example, some sequence bits are transmitted twice, while others are only sent once.

The term 
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 specifies the number of sequence bits that are transmitted from the jth sequence within the mth transmission, as shown in Figure 16.  A received SNR value (SNRm) is also included for each of the four transmissions.  Within each sequence, these quantities are used to calculate a chase-combining SNR value (
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) for each of the three illustrated sequences as shown in the diagram.  Note that these sequence chase-combining SNR values will be in part dependent on the number of bits that have been transmitted for the corresponding sequence.  For example, if SNR1=SNR2=SNR3=SNR4 in the above example, 
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 since more bits were transmitted for the second sequence (P1_1) than for the third sequence (P1_2) so the SNR contribution from the second sequence should be weighted more heavily.  These three chase-combining SNR values are then equally weighted to yield the overall combined SNR value.  Equal weighted averaging is valid at this point since the weighted SNR contributions of the number of transmitted bits within each sequence has already been taken into account during the calculation of the chase-combining SNR values.

2.8.2.4.4 Determination of Combined Code Rate (IR)

The combined code rate, 
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where N=3 (for a mother code rate of 1/3) here.  The combined code rate essentially corresponds to the effective code rate of the coded data based on the amount of information that has been transmitted at a given time.  The result should be a combined code rate somewhere between 1 and 1/N (the mother code rate) inclusive.

The puncturing penalty (refer to Section 2.8.2.4.2) is then added to the combined SNR to obtain the final adjusted SNR.  This corresponds to what the observed SNR value would be if the combined sum of the initial transmission and all of the retransmissions was converted to a common modulation (QPSK) and code rate (1/N).  Hence, the adjusted SNR value can be used to obtain the expected BLER from a QPSK rate 1/3 code BLER curve, and then a uniformly distributed random number can be used in conjunction with the expected BLER to model whether or not the original data has been received correctly.  As a result, only one BLER curve (for QPSK modulation and code rate 1/3) is required for this stage of the performance evaluations.  Note, however, that multiple BLER curves will be required during the earlier stages to obtain values for both the de-mapping and puncturing penalties.

2.8.2.5 Effect of Link-Level Rate Matching

It should be noted that rate matching in the link-level simulations (via puncturing or bit repetition to ensure that the coded bits exactly fill the available space) implies that the number of parity bits transmitted may not match exactly the number of parity bits that would be expected from a strict interpretation of the specified code rate.  For example, after some parity bits are punctured during the rate matching stage, a code rate that is officially 1/3 might in actuality correspond to an effective code rate of 1/2.9.

The system-level simulator needs to know this information for the correct computation of the SNR values resulting from IR HARQ.  Hence, each BLER curve provided from the link-level simulations for a specific code rate is accompanied by the exact number of coded bits associated with each TTI.

The HSDPA system-level simulator is then able to use the table of actual numbers of coded bits within each TTI in order to compute the correct combined SNR values as in Section 2.8.2.4.3 when incremental redundancy HARQ is used.

2.8.2.6 Flowchart for HARQ Reception (IR)

The flowchart shown in Figure 18 outlines the block error evaluation method when IR-HARQ is employed.
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Figure 18:  Flowchart for IR-HARQ reception with QPSK and code rate 1/3
3 Link Level Evaluation Methodology

3.1 Link Level Simulation Assumptions

Some specific link-level assumptions are listed in this section.  In terms of physical layer operations that are not covered specifically here, the specifications described in [4] and [5] are followed.  Information on channel power levels is also included in Table 1.

3.1.1 Link Level Simulation Assumptions for OFDM

Table 11 provides a list of the link-level simulation assumptions that are relevant to the OFDM evaluation case.  Here, it has been necessary to define an OFDM structure that is compatible with the HSDPA physical layer design, since the official HSDPA design is based on CDMA.

	Parameter
	Explanation/Assumption
	Comments

	Carrier frequency
	2 GHz
	

	Fast fading model
	Li fader
	

	HSDPA slot length (TTI)
	2 msec
	

	Channel estimation
	Ideal

Real
	Ideal channel information is assumed to be available at the receiver.  Perfect timing and frequency estimation is also assumed.

Real channel estimation from pilot subcarriers.

	MIMO configuration NT:NR
	1:1
	

	Channel width
	5 MHz
	

	Number of subcarriers
	1024 subcarriers with 729 carrying data/pilot information.  Frequency guard band consists of subcarriers 1-148 and 878-1024.
	[6]

	OFDM sampling frequency
	6.336 MHz
	[6]

	FFT size
	1024
	

	Subcarrier MCS levels
	All data subcarriers carry equal-weight data with the same modulation and code rate.
	Assume one user per TTI

	Bit interleaving
	Uses 2nd interleaving defined in [7].
	

	Rate matching
	Performed to make the number of coding blocks compatible with the radio frame size (60 OFDM symbols per radio frame, 12 OFDM symbols per 2 ms TTI).
	Refer to Section 5.5.2 of [5]


Table 11:  Down link OFDM link-level simulation assumptions

3.1.2 Link Level Simulation Assumptions for WCDMA

Table 13 provides a list of the link-level simulation assumptions that are relevant to the WCDMA evaluation case.  These are consistent with the HSDPA design presented in [5].  Other aspects of the WCDMA HSDPA link level simulator are directly taken from [5] and [7].

	Parameter
	Explanation/Assumption
	Comments

	Carrier frequency
	2 GHz
	

	Fast fading model
	Li fader
	

	HSDPA slot length (TTI)
	2 msec
	

	Channel estimation
	Ideal


	Ideal channel information is assumed to be available at the receiver.  Perfect timing and frequency estimation is also assumed.

	MIMO configuration NT:NR
	1:1 used
	

	Chip-rate
	3.84 Mcps
	

	Spreading factor
	16
	

	Channel width
	5 MHz
	


Table 13:  Down link WCDMA link-level simulation assumptions
3.2 Link Level Simulation Scenarios

Table 15 provides a list of the specific simulation cases that will need to be evaluated.  For each of the channel models, a fading rate (corresponding to the UE velocity in km/h) is also given.  The channel models are described in more detail earlier in Table 5.

	Parameter
	Cases
	Comments

	Channel model and fade rate
	Ch-100,   30 km/h

Ch-100, 120 km/h

Ch-104,   30 km/h

Ch-104, 120 km/h

Ch-102,     3 km/h

Ch-103      3 km/h
	Single path

Single path

ITU Vehicular A

ITU Vehicular A

ITU Pedestrian A

ITU Pedestrian B

	Modulation
	QPSK, 16QAM, 64QAM
	

	Code rate
	1/3, 1/2, 2/3
	

	Coding block size
	5114 bits/block 
 

	Additional coding block can be simulated


Table 15:  Down link link-level simulation scenarios

4 Examples of Link Level Simulation Output

This section presents two examples of link level simulation results, as they are produced by an OFDM and a WCDMA simulator. The simulators are especially programmed to produce directly BLER vs SNRTTI results, and use the parameters of Table 11 and Table 13. Figure 20 and Figure 22 are examples of the basic curves required in the system level simulation (i.e. they are realizations of the drawing of Figure 5).
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Figure 20: OFDM link level simulation results for the ITU channel 103 (Pedestrian B), 3 km/h.
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Figure 22: WCDMA (10 codes used for traffic) link level simulation results for the ITU channel 103 (Pedestrian B), 3 km/h. The receiver is rake with 6 fingers.
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� Note that this quantity differs from the more traditional Ior/Ioc, which represents the ratio of same cell power to other cell interference and which usually corresponds to the fading-independent long term C/I.  The definition used here includes the effect of the current instantaneous fading from each of the interfering Node-Bs. 


� Note that P1_1 and P1_2 are used here to refer to the two sets parity sequences for the first stage RM. � REF _Ref20641396 \h �Error! Reference source not found.�.


� A coding block size of 5114 bits is appropriate for traffic models such as FTP and HTTP, where each IP packet contains 12000 bits.  However, it should be noted that the block size may depend on the traffic type being considered.  Some traffic types will have much smaller IP packets and would therefore benefit from smaller coding blocks


� Note that 5114 bits is the maximum code block size for turbo coding � REF _Ref21252240 \r \h ��[5]�.
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