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[bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
In RAN #102 meeting, positioning accuracy enhancements has been included in the WID [1]. 
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


In this contribution, we discuss the potential specification impacts related to data collection, model inference, and model monitoring. In particular, we provide some simulation results and observations to show some additional conditions that may potentially affect positioning performance in practice, as well as the performance gain of sample-wise reporting compared to legacy path-wise reporting.
Data collection
In TR 38.843, data collection related aspects, including training data generation and potential information with specification impact, are described as follows
	Training data generation for AI/ML based positioning:
-	The following options of entity and mechanisms to generate ground-truth label are identified:
-	UE with estimated/known location generates ground-truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
-	 At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	Network entity generates ground-truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
-	At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least PRU is identified to generate ground-truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	At least LMF with known PRU location is identified to generate ground-truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least network entity with known PRU location is identified to generate ground-truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
-Note: user data privacy needs to be preserved
-	The following options of entity to generate other training data (at least measurement corresponding to model input) are identified:
-	For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
-	PRU 
-	UE
-	For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
-	TRP
-	Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is to be considered
Data collection for AI/ML based positioning:
Regarding data collection for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
-	Ground-truth label
-	Report from the label data generation entity
-	Measurement (corresponding to model input)
-	Report from the measurement data generation entity
-	Quality indicator
-	For and/or associated with ground-truth label and/or measurement 
-	Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
-	RS configuration(s)
-	At least for deriving measurement
-	Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signalling to UE/PRU/TRP
-	Note 1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
-	Time stamp
-	At least for and/or associated with collected data 
-	Separate time stamp for measurement and ground-truth label, when measurement and ground-truth label are generated by different entities
-	Report from data generation entity together with collected data and/or as LMF assistance signalling
-	Note 2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
-	Note 3: whether and how the above information can be applied to different aspects of AI/ML LCM (e.g., training, updating, monitoring, etc.) can be discussed
-	Note 4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective
-	Note 5: If any specification impact is identified, the impact may be different between positioning use cases (Case 1/2a/2b/3a/3b).
-	Note 6: the necessity of other information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection can be discussed
-		Details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
-	Assistance signalling indicating reference signal configuration(s) to derive label and/or other training data
-	Request/report of training data: Ground-truth label; Measurement corresponding to model input; Associated information of ground-truth label and/or measurement corresponding to model input
-	Assistance signalling and procedure to facilitate generating training data: Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier; Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
-	Note: whether such assistance signalling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
-	Notes: Study may consider different entity to generate training data as well as different types of training data when applicable. Study considers both of the following cases when applicable: when the training entity is the same entity to generate training data, and when the training entity is not the same entity to generate training data



For data collection, RAN1 should focus on specifying the positioning-specific data content in Rel-19. Other aspects, e.g., procedure and entity mapping, belong to the scope of other work groups, e.g., RAN2. When identifying the data content, the following aspects should be taken into account.
The data content necessary for model training should be collected, such as model input and output related information. In addition to supervised model training, other advanced ML technologies, such as semi-supervised learning, fine-tuning, and mix-training, which have been proven effective in improving model generalization and reducing label requirements, should also be supported in terms of data collection.
The data content that benefits model LCM should be collected, such as model monitoring and additional condition related information. During the SI phase, label-based methods and label-free model monitoring methods have been proven feasible, and should be supported in terms of data collection. Particularly, label-free model monitoring methods have a great advantage over the counterpart, as they do not require data labels which are usually difficult to obtain in real-time for positioning. Moreover, additional condition related information is also crucial for ensuring the consistency between training and inference, and should be considered as part of data content.
In RAN1#116bis meeting, the following agreement about data content was reached for Case1 ~ 3b. 
Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
channel measurement 
quality indicator of channel measurement
time stamp of channel measurement
Part B:
ground truth label (or its approximation)
quality indicator of label
time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement
[bookmark: OLE_LINK19][bookmark: OLE_LINK20]However, there is some confusion on the details of channel measurement. During SI, several types of channel measurement, including CIR, PDP and DP, have been evaluated, and acknowledged that all these can significantly improve the positioning accuracy compared to legacy positioning methods. Thus, it is recommended that all these channel measurements including CIR, PDP and DP, should be supported at least for data collection, which can provide more freedom of implementation for model developer. For example, at least for UE-side and gNB-side model, if phase information is not specified for data collection, it will hinder model developers from utilizing the phase information to optimize their models due to the following reasons
Model developers can adopt CIR as model input if they think phase information is beneficial to improving positioning accuracy.
Model developers can extract path information from sample-wise channel measurements with better accuracy, if they prefer to adopt sample-wise channel measurement as model input.
Model developers can flexibly transform the time-domain CIR to various other representations, such as channel frequency response, to achieve better positioning accuracy and other purposes (e.g., model monitoring).
Regarding data collection for AI/ML based positioning, at least the following data content with potential specification impact has been identified [2]: 
Ground truth label: necessary for both supervised and semi-supervised learning.
Measurement (corresponding to model input): necessary for supervised and semi-supervised learning. 
Quality indicator: helpful for improving model training, especially considering that it is impossible to obtain perfect training data without labelling error in real environments.
RS configuration: can be considered as part of additional conditions, and is beneficial for ensuring the consistency between training and inference.
Time stamp: necessary for cases where measurement and ground truth label are generated by separate entities.
In general, all the above information identified in the SI phase should be specified due to their necessity for AI/ML based positioning, and their detailed components with specification impact are listed in Table 1.
[bookmark: _Ref158042730]Detailed data content needed to be specified
	A tuple for a data
Type 1: labelled data 
{measurement, quality of measurement, time stamp of measurement, label, quality of label, time stamp of label}
	measurement, e.g., CIR,  PDP, DP

	
	quality of measurement

	
	time stamp of measurement

	
	label, e.g., one or more {ToA, RSTD, AoD, AoA, LOS/NLOS indicator}, or location

	
	quality indicator for label

	
	time stamp of label

	Type 2: unlabelled data
{measurement, quality of measurement, time stamp of measurement}
	measurement, e.g., CIR,  PDP, DP

	
	quality of measurement

	
	time stamp of measurement



With respect to the terminologies used in the agreement reached at RAN1#116bis, Type 1 (labelled data) contains both Part A and Part B; while Type 2 (unlabelled data) contains only Part A.

In addition to labelled and unlabeled data for model training, other information related to model monitoring, should also be collected to ensure the consistency between training and inference.  For example, SNR/SINR, may be also beneficial for other model LCM operations, such as model monitoring and selection. 
The reporting of collected training data could introduce large air-interface overhead. Therefore, it is essential to explore mechanisms for reducing this reporting overhead. Generally, there are two types of methods:
Reduce the number of reported samples. For example, it is unnecessary to report the samples contributing less to model training.
Reduce the size of each sample, such as truncation. 
These methods can also be reused in channel measurement reporting for model inference.
Specify the following two types of training data to support supervised learning and semi-supervised learning
· Type 1 ：labelled data 
· Type 2：unlabelled data
Study and specify mechanisms for reducing the reporting overhead of collected training data, including:
· Reduce the number of reported samples. 
· Reduce the size of each sample, such as truncation.
Channel measurements including CIR, PDP and DP, should be supported for data collection, which can provide more freedom of implementation for model developer.
Model inference
In Rel-18 SI, it was identified that specification impacts of direct AI/ML positioning (case 2b and 3b) mainly focus on model input related aspects, and specification impacts of AI/ML assisted positioning (case 2a and 3a) mainly focus on model output related aspects. To achieve high positioning accuracy of less than 1m@90% for AI/ML based positioning, it may be necessary to specify potential new measurement reports and/or enhancements of existing measurement reports, such as CIR/PDP/DP and TOA.
In TR 38.843, model inference related specification impact is described as follows
	- The specification impact related to the following items is assessed: 
-	Types of measurement as model inference input
-	new measurement
-	existing measurement
-	UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
-	Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
-	For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
-	Assistance signalling and procedure to facilitate model inference for both UE-side and Network-side model
-	New and/or enhancement to existing assistance signalling
-	Note: whether such assistance signalling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed



Measurement (Model input) for Case 2b and 3b
In the RAN1#116 meeting, the following agreement are achieved.
	Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.
Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.
Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


So, there is no doubt DP and PDP are agreed based on the above agreement, and the detailed information about timing information and power information needs to be further discussed including:
· Sample-wise vs. path-wise measurement
· Reference time

Sample-wise vs. path-wise measurement
For the time domain channel measurement, it is agreed as follows
	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.



Firstly, in the SI phase, most of the evaluation results are based on the assumption of alternative (a) sample-based measurement. There is a lack of study and evaluation in supporting alternative (b).
Secondly, there’s no clear definition of channel path in the 3GPP specifications. We take a definition of channel path from a well-known textbook in the literature. As described in [3], a path of wireless channel refers to the path passed by the wireless signal from the transmitting end to the receiving end. As illustrated in Figure 1, the characteristic of a path can be described by three parameters, i.e., amplitude, phase and delay, which respectively represent the amplitude, phase and time of arrival changes experienced by electromagnetic wave transmitted over the air interface. In practice, even with ideal channel estimation, it is still impossible to obtain true channel paths due to limited sampling rate, signal bandwidth and other non-ideal factors. 


[bookmark: _Ref158122542]Illustration of channel path.
Thirdly, from the perspective of existing 3GPP specifications, channel path related information can be reported from UE or gNB to LMF to support legacy positioning methods. However, there is no definition nor common understanding in the specification of how to determine channel path(s) by either UE or gNB. In practice, the method of determining channel paths from raw measurements can vary significantly among different device manufacturers. This makes it difficult if not impossible for the LMF to train a unified model that covers all the possibilities that may stem from these vendor-specific implementation differences.
Fourthly, from the perspective of theoretical positioning performance analysis, path-wise reporting still has worse positioning accuracy comparing to sample-wise reporting in some scenarios. For example,

The resolution of paths extracted from the raw channel degrades with the decrease of bandwidth, resulting in some adjacent paths cannot be distinguished for a small signal bandwidth. In such cases, path power and delay contained in PDP/CIR/DP may contribute less to positioning, since the phase superposition of these adjacent paths results in a significantly different profile of the channel, as shown in Figure 2.  
Sample-wise channel contains more information than path-wise channel, since the path-wise channel extracted from the raw channel is a portion of sample-wise channel. When there is relatively less information contained in the model input, e.g., fewer number of TRPs, the positioning accuracy of sample-wise reporting will be superior to that of path-wise reporting for AI/ML based positioning. 
In the non-ideal real deployment, it is impossible to obtain the real channel path for a limited channel observation, and evaluating the accuracy of identified paths is also difficult. 
[image: ]
[bookmark: _Ref158044114]Observed PDPs for different signal bandwidths.
Lastly, some simulation results are presented below to verify the above analysis. In the simulation, the performance comparison between sample-wise reporting and path-wise reporting are shown in Table 2 and Figure 3. The performance degradations of misalignment path selection are shown in Table 3 and Figure 4.

[bookmark: _Ref162624216]Comparisons between sample-wise reporting and path-wise reporting for different number of TRPs
	Scenario
	Train and test with
	TRP number
	Bandwidth
	Positioning accuracy (m@90%)

	InF DH{0.6, 6, 2}
	Sample-wise channel report
	18
	20 MHz
	2.25

	
	Path-wise channel report (1st method Note 1)
	18
	20 MHz
	3.09

	
	Sample-wise channel report
	6
	20 MHz
	4.16

	
	Path-wise channel report (1st method)
	6
	20 MHz
	7.34



Note 1: For the 1st method of path-extraction, the peak taps in the PDP are taken as channel paths.
Note 2: For each TRP, all values (taps or paths) within the first 256 taps are reported to the LMF (with the same model input dimension of 256*N_TRP). Other assumptions and pre-processing operations, such as normalization are the same as in SI evaluations. 
[image: ]
[bookmark: _Ref162624226]Comparisons between sample-wise reporting and path-wise reporting for different signal bandwidth and TRP number
[bookmark: _Ref161843084]Comparisons of path-wise reporting for training and testing using different methods to determine paths
	Scenario
	Training 
	Testing
	TRP number
	Bandwidth
	Positioning accuracy (m@90%)

	InF DH{0.6, 6, 2},
Path-wise reporting
	1st method to determine paths
	1st method to determine paths
	18
	20 MHz
	3.09

	
	1st method to determine paths
	2nd method to determine paths note3
	18
	20 MHz
	>20

	
	1st method to determine paths
	1st method to determine paths
	6
	20 MHz
	7.34

	
	1st method to determine paths
	2nd method to determine paths
	6
	20 MHz
	>20


Note 3: For the 1st method of path-extraction, the peak taps in the PDP are seen as channel paths, while the 2nd method of path-extraction directly takes the strongest N taps as channel paths
[image: ]
[bookmark: _Ref162624253]Comparisons of path-wise reporting for training and testing using different methods to determine paths

[bookmark: _Ref161843646]Comparisons between sample-wise reporting and path-wise reporting with same reporting overhead
	Scenario
	Training
	Testing
	TRP number
	Bandwidth
	Positioning accuracy (m@90%)

	InF DH{0.6, 6, 2},

	Sample-wise reporting with strongest 9 taps
	Sample-wise reporting with strongest 9 taps
	18
	20 MHz
	2.20

	
	Path-wise reporting with strongest 9 paths
	Path-wise reporting with strongest 9 paths
	18
	20 MHz
	3.09

	
	Sample-wise reporting with strongest 9 taps
	Sample-wise reporting with strongest 9 taps
	6
	20 MHz
	4.68

	
	Path-wise reporting with strongest 9 paths
	Path-wise reporting with strongest 9 paths
	6
	20 MHz
	7.34



[image: ]
Comparisons between sample-wise reporting and path-wise reporting with same reporting overhead
Based on the above evaluation result, we have the following observations.
Based on the performance comparison between sample-wise reporting and path-wise reporting are shown in Table 2 and Figure 3, sample-wise reporting can provide 37.3% and 76.4% performance gain compared to path-wise reporting for 18 TRPs and 6 TRPs, respectively.
An order of magnitude performance loss has been observed when the path selection method is inconsistent between training and test dataset, which are shown in Table 3 and Figure 4
With the same reporting overhead, sample-wise reporting still reaps over 40% performance gain compared to path-wise reporting.
Considering the constraints of path-wise reporting, we suggest specifying sample-wise reporting for case 2b and 3b of AI/ML based positioning.
Specify sample-wise channel measurement reporting for Case 2b and 3b of AI/ML based positioning due to the constraints of path-wise reporting. 
Reference time
	Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 



In RAN1#116 meeting, some companies proposed to introduce a global reference time for reporting the timing information of channel measurement. In RAN1#116bis meeting, the existing UL RTOA reference time was agreed as reference time for Case 3b.  However, there are some remaining issues to be resolved, which are listed as follows:
Issue 1: The reference time for Case 2b. There are three potential alternatives:
· Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.
· Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.
· Option 3: Introduce a DL RTOA reference time T0+tPRS.
Issue 2: Whether and how to support multi-RTT positioning methods with AI/ML based positioning. There are two potential alternatives:
· Option 1: whether and how Case 2a and Case 3a can be used individually or used together to support multi-RTT positioning
· Option 2: whether and how Case 2b and Case 3b can be used individually or used together to support multi-RTT positioning

[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]Issue 1
Firstly, there is no doubt that any timing information is relative to a reference. But the definition of the reference should take the following issues into account:
Whether the reference time should be aligned between training and inference
Whether the reference time should be aligned between different devices
For the UE RSTD measurement and UE Rx-Tx measurement, the below definition is quoted from existing specification. In this case, option 1 and option 2 of issue 1 is the reference time for UE RSTD measurement and UE Rx-Tx measurement respectively. 
But, for RSTD measurement, some companies argued that the reference TRP may be different with time between training and inference. However, we don’t think such different reference TRP would cause any performance loss. According to the current TS 37.355, the reference TRP will be indicated to LMF, so that the LMF can align and/or compensate timing difference of the reference TRP based on some additional implementation (e.g., double differential operation to utilize a measured TRP to become the reference TRP). 
[bookmark: OLE_LINK46][bookmark: OLE_LINK47]
	[bookmark: _Toc524695266][bookmark: _Toc29045130][bookmark: _Toc29901471][bookmark: _Toc29901518][bookmark: _Toc35596399][bookmark: _Toc44881135][bookmark: _Toc51776305][bookmark: _Toc153613699]5.1.29	DL reference signal time difference (DL RSTD)

	Definition
	DL reference signal time difference (DL RSTD) is the DL relative timing difference between the Transmission Point (TP) [18] j and the reference TP i, defined as TSubframeRxj – TSubframeRxi,

Where:
TSubframeRxj is the time when the UE receives the start of one subframe from TP j.
TSubframeRxi is the time when the UE receives the corresponding start of one subframe from TP i that is closest in time to the subframe received from TP j.

Multiple DL PRS resources can be used to determine the start of one subframe from a TP.

For frequency range 1, the reference point for the DL RSTD shall be the antenna connector of the UE. For frequency range 2, the reference point for the DL RSTD shall be the antenna of the UE.

	Applicable for
	RRC_CONNECTED,
RRC_INACTIVE,
RRC_IDLE




	[bookmark: _Toc524695270][bookmark: _Toc29045131][bookmark: _Toc29901472][bookmark: _Toc29901519][bookmark: _Toc35596400][bookmark: _Toc44881136][bookmark: _Toc51776306][bookmark: _Toc153613700]5.1.30	UE Rx – Tx time difference

	Definition
	The UE Rx – Tx time difference is defined as TUE-RX – TUE-TX

Where:
TUE-RX is the UE received timing of downlink subframe #i from a Transmission Point (TP) [18], defined by the first detected path in time.
TUE-TX is the UE transmit timing of uplink subframe #j that is closest in time to the subframe #i received from the TP.

Multiple DL PRS or CSI-RS for tracking resources, as instructed by higher layers, can be used to determine the start of one subframe of the first arrival path of the TP.

For frequency range 1, the reference point for TUE-RX measurement shall be the Rx antenna connector of the UE and the reference point for TUE-TX measurement shall be the Tx antenna connector of the UE. For frequency range 2, the reference point for TUE‑RX measurement shall be the Rx antenna of the UE and the reference point for TUE‑TX measurement shall be the Tx antenna of the UE.

	Applicable for
	RRC_CONNECTED,
RRC_INACTIVE






Thus, we have the following proposal:
Reuse the legacy reference time for UE side channel measurements where one of the following options is adopted.
· Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.
· Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.

Issue 2
According to TS 38.305, in the Multi-RTT positioning method, the UE position is estimated based on measurements performed at both, UE and TRPs. The measurements performed at the UE and TRPs are UE/gNB Rx-Tx time difference measurements (and optionally DL-PRS-RSRP, DL-PRS-RSRPP, UL-SRS-RSRP, and/or UL-SRS-RSRPP) of DL-PRS and UL-SRS, which are used by an LMF to determine the RTTs. 
In principle, LMF can obtain the distances between the target UE and TRPs from RTT measurements. These distances, when combined with the TRPs’ locations, enable the application of triangulation algorithms to determine the location of the target UE. From this point, for AI/ML assisted positioning, TOA or ranging information generated by AI/ML model, can be directly reported to LMF by UE or TRPs without the need of using Case 2a and Case 3a together. However, from the perspective of positioning accuracy performance, combining Case 2a with Case 2b may provide performance gain compared to using either method individually. This is because two independent (uplink and downlink) channel measurements and the corresponding TOA estimations can provide additional diversity or combining gain. In addition, when the synchronization error is considered, the RTT type measurement can provide additional gain since it is not affected by the synchronization error
Similar to the above analysis, it is expected that two individual or combined uplink and downlink channel measurements can provide additional diversity or combining gain for LMF-side positioning. In addition, the specific combining method is up to LMF implementation and there is no related high layer specification impact.
Thus, legacy multi-RTT procedure can be applied to AI/ML based positioning as well, including using Case 2a and 3a together and using Case 2b and 3b together. The key difference lies in the type of measurements reported from UE and TRPs, whether they are intermediate measurements or direct channel measurements 
Multi-RTT positioning should be supported by AI/ML based positioning by using Case 2a and 3a together or using Case 2b and 3b together.
Usage of phase information
In RAN1#116 meeting, the agreement about phase information is reached as follows
	Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.



[bookmark: OLE_LINK3][bookmark: OLE_LINK7]In our previous evaluations [4] during SI, it has been observed that phase information can additionally provide about 10% gain of positioning accuracy compared to PDP. However, there are mainly two issues to be resolved. Firstly, some companies argued that phase information has a larger signaling overhead. Taking the tradeoff between positioning accuracy and signaling overhead into account, we further evaluate the positioning performance when assuming only the phase value of the first path is additionally reported. We take a DH{0.2, 2, 10} scenario as an example. As shown in Table 5, it is observed that first-path phase information, when combined with multi-model/view processing, can additionally offer at least 20% gain of positioning accuracy over PDP with negligible extra reporting overhead. Therefore, it is expected that phase information can be used to improve positioning accuracy while maintaining acceptable signaling overhead, such as reporting the phase of a few paths/samples instead of all paths/samples.
[bookmark: _Ref162859022]Comparisons between different channel measurement reporting
	Scenario
	Channel measurement reporting
	Training samples
	Testing samples
	Positioning accuracy (m@90%)

	InF DH{0.2, 2, 10},
18 TRPs,
100Mhz
	Only first-path delay & power
	25k
	1k
	1.25

	
	Only first-path delay & phase
	25k
	1k
	1.31

	
	First-path delay & power & phase
	25k
	1k
	0.99


[image: ]
Comparisons between different channel measurement reporting
The adopted multi-view ensemble learning is illustrated in Figure 7[5]. Basically, multi-view data refer to data captured from different modalities, sources, spaces and other forms, but with similar high-level semantics. Delay, power and phase of channel measurement belong to multi-view data offering represent diverse and complementary information of the same location, and directly integrating them together usually does not obtain consistently satisfactory performance due to the biases between multi-view data. Here, we adopt the ensemble learning which processes each view with an independent model, to integrate multiple views properly [6]. Note that this might be achieved with a single super model with multiple sub-models each developed with different view of data.


[bookmark: _Ref166231905][bookmark: OLE_LINK8][bookmark: OLE_LINK9]Illustration of multi-view learning to integrate multiple views for positioning.
Another issue is how to deal with the impact of random and time-varying initial phase of transceiver. The traditional time-varying multipath channel impulse response can be briefly modeled as follows

	

Where the parameters  which changes over time, are power, phase and delay of the n-th path. In particular, ignoring the property of time variability of channel, the observed phase component can be further represented by:

	





In quasi-stationary scenarios where the impact of doppler shift can be ignored, the observed channel phase of the n-th path is composed of three parts, i.e., initial phase of transmitter, initial phase of receiver, and true phase of channel path. Among them, initial phases of transceivers are associated with the states of transceiver’s circuits, and true phase is mainly associated with the propagation distance or delay  of electromagnetic waves in the target channel path. 
In general, it is impossible to separate the true phase of channel path from the composite, unless the initial phases of the transceiver are known. In practice, the target of fingerprint positioning is to eliminate the impact of randomness of initial phases on positioning performance, rather than completely remove the initial phases from the composite. In this regard, we can always obtain the same phase observation at the same location without considering the change of environments. 
There are three methods presented as follows: 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]PRU-assisted phase calibration: In legacy RSCP/RSCPD positioning, the measured phase could be calibrated by PRU, and this mechanism could be reused for AI positioning. In such case, the UE can still report the phase information to LMF, and then LMF can compensate the impact of the initial random phases of transceiver by using the phase difference reported by PRU. It is noted that the presented results in Table 5 has taken the impact of transmitter and receiver implementation on phase into consideration, which verifies the feasibility of this method. 

Relative phase with reference to a reference path/sample:  It is known that all channel paths share the same initial phases of transceivers but distinctive true phases. When channel paths are differentiated from a reference path, the impacts of initial phase can be completely eliminated in theory. Essentially, the relative phase between the n-th path and the reference path is the difference between their true phases of channel paths.

	
Initial phase measurement and reporting: Naturally, when the initial phases of transceiver are known, they can be eliminated from the composite phase.
Moreover, other data augmentation technologies, such as mix-training, can be also used to mitigate the impact of random initial phase by manually constructing possible variations into training dataset at the stage of model training. 
We further evaluate the feasibility of the second method by simulation. The simulation assumption is InF DH{0.6, 6, 2}, 18 TRPs, 100Mhz, 256 taps, sample-wise reporting}. The specific processing procedures are presented as follows:
Filtering: Treat samples/taps with a channel amplitude value less than 0.2 times the maximum amplitude value as noise for CIR of each TRP, and set their phase to 0. The remaining samples are regarded as valid samples. We find the phases of samples with very little power may impair the positioning accuracy for sample-wise reporting, and 0.2 times the maximum amplitude value is one of the best thresholds to filtering these samples by simulation.
Phase Differentiating: Take the first sample among the valid samples as the reference sample, and then the phase of all valid samples minus the phase of the reference sample to generate the relative phase. 
Moreover, multi-viewing processing is also adopted in our simulations. As shown in Figure 8, the input of AI model 1 is the channel measurement proceeded by filtering and phase differentiating, and the input of AI model 2 is PDP (including delay and power of all 256 samples) without any processing. 


[bookmark: _Ref166227647]Illustration of multi-view learning to integrate multiple views for positioning.
As shown in Table 6, we have the following observations:
The second method can completely eliminate the impact of random initial phases of transceiver, and reaps similar positioning accuracy as absolute true phase (i.e. phase of channel without random initial phase).
Relative phase information, combined with multi-model/view processing, can additionally offer at least 27% gain of positioning accuracy over PDP without considering reporting overhead.
[bookmark: _Ref166168971]Comparisons between different channel measurement reporting
	Scenario
	Channel measurement reporting
	Training samples
	Testing samples
	Positioning accuracy (m@90%)

	InF DH{0.6, 6, 2},
	Delay & Absolute true phase
	23k
	1k
	1.50

	
	Delay & Relative phase
	23k
	1k
	1.51

	
	Delay & Power
	23k
	1k
	1.24

	
	Delay & Power & Relative phase
	23k
	1k
	0.90
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Comparisons between different channel measurement reporting
[bookmark: OLE_LINK34]From above analysis, we think random initial phase is not an obstacle for using phase information to improve positioning accuracy, whose impact can be significantly mitigated and eliminated by a specification or specification-transparent manner. Specifically, for Case 2b and 3b, the first two methods can be performed at either UE/gNB side or LMF side. If performed at UE/gNB side, it may be necessary to align the specific methods between UE/gNB and LMF. If performed at LMF-side, UE/gNB can report the raw phase information containing both initial phases of transceiver and true phases of channel paths, and the specific methods of eliminating phase randomness can depend on LMF’s implementation.  
First-path phase, when combined with multi-model/view processing, can additionally offer at least 20% gain of positioning accuracy over PDP with negligible extra reporting overhead.
There are at least three methods which can be utilized to eliminate the impact of random initial phases of transceiver:
· PRU-assisted phase calibration
· Relative phase with reference to a reference path/sample
· Initial phase measurement and reporting
In addition to delay and power, at least first-path phase reporting should be supported for AI/ML based positioning.
Raw CIR reporting can be supported, and LMF can eliminate the impact of random initial phases of transceiver by implementation.
Model output for Case 2a and 3a
In RAN1#116 meeting, model output related LOS/NLOS indicator and/or timing information is agreed as follows
	Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.


Several types of intermediate measurement, including TOA, RSTD and LOS/NLOS indicator were agreed as model output for AI/ML assisted positioning. 
We observed that TOA can provide better positioning accuracy as evaluated in our previous contribution [4], since it contains more raw information and does not rely on the selection of reference TRP, providing more degrees of freedom for positioning algorithm at LMF side. Moreover, TOA is more flexible than RSTD, as it can be generated and reported per TRP and is beneficial for deployment with limited number of TRPs.
But some companies still has some concern on introducing a new measurement definition (e.g. TOA) in AI/ML WI. In this case, we suggest to introduce ranging between UE and TRP similar to SL positioning in Rel-18, which is more like a relative location information reporting other than a measurement information. So, we propose to support to introduce a new reporting format other than a new measurement definition 
	TS 38.355
Ranging: Refers to the determination of the distance between two UEs or more UEs and/or the direction of one UE (i.e. Target UE) from another UE via PC5 interface.

	
Range ::= SEQUENCE {
    rangeResult                  INTEGER (0..1048575), 
    uncertainty                  INTEGER (0..255),
    confidence                   INTEGER (0..100)             OPTIONAL
}





Illustration of definition of TOA and distance ranging.
Table 7 shows the performance comparisons of reporting DL-RSTD and ranging. It is obvious that
Reporting ranging can provide over 45% gain of positioning accuracy compared to DL-RSTD, when the CHAN algorithm is used in both cases for location calculation.  
[bookmark: _Ref166231162]Comparisons of different model outputs reporting under various UE timing error
	Scenario
	Model output and reporting
	
	Train with UE timing error
	Test with UE timing error
	Number of TRPs 
	Positioning accuracy (m@90%)

	InF DH{0.6, 6, 2},

	Ranging
	
	0ns
	10ns
	18
	1.51

	
	Ranging
	
	0ns
	50ns
	18
	9.20

	
	Ranging
	
	0ns+10ns mix-train
	10ns
	18
	1.14

	
	Ranging
	
	0ns+50ns mix-train
	50ns
	18
	1.18

	
	DL-RSTD
	
	0ns
	10ns
	18
	1.73

	
	DL-RSTD
	
	0ns
	50ns
	18
	2.00

	
	DL-RSTD
	
	0ns+10ns mix-train
	10ns
	18
	1.69

	
	DL-RSTD
	
	0ns+50ns mix-train
	50ns
	18
	1.77
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 Comparisons of different model outputs under various UE timing error
For AI/ML assisted positioning Case 2a and Case 3a, distance ranging between UE and TRP are supported for reporting.
· Note: there is no need to introduce the definition of distance ranging in TS 38.215	
In addition, in the last meeting, there are some discussion whether additional indication is needed to introduce to indicate that measurement comes from AI/ML models. In our view, we support to introduce the indicator because that:
The measurement requirement of AI based and legacy RSTD positioning are different
the LMF side monitoring needs to know what positioning technology does the reported measurement come from.
Therefore, we propose:
The legacy measurement RSTD and LOS/NLOS indicator can be reused as intermediate measurements of AI/ML assisted positioning. An additional indication is needed to indicate that the report measurement comes from AI/ML models.

Model monitoring
In the SI phase, multiple methods to monitor AI/ML model performance for positioning have been proposed and studied. Model monitoring related aspects are captured as follows in TR 38.843.
	[bookmark: OLE_LINK11][bookmark: OLE_LINK12]Model monitoring: 
- 	Assistance signalling and procedure at least for UE-side model
-	Report/feedback and procedure at least for Network-side model
-	Note: study is applicable to both of the following cases: 
-	Model inference and model monitoring at the same entity
-	Entity to perform the model monitoring is not the same entity for model inference
-	Data for computing monitoring metric: 
-	If monitoring based on model output: e.g., estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground-truth label corresponding to model inference output for both direct and AI/ML assisted positioning
-	If monitoring based on model input: e.g., measurement corresponding to model inference input.
-	Assistance signalling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring.
-	Assistance signalling from UE/PRU for NW-side model monitoring.
-	If certain type of data is necessary for computing monitoring metric:
-	How an entity can be used to provide the given type of data for calculating monitoring metric: companies requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
-	Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
-	Potential assistance signalling and procedure to facilitate an entity providing data for calculating monitoring metric
-	Potential UE-network interaction: e.g., model monitoring decision indication between UE and network
-	Entity to derive monitoring metric
-	UE at least for Case 1 and 2a (with UE-side model)
-	gNB at least for Case 3a (with gNB-side model)
-	LMF at least for Case 2b and 3b (with LMF-side model)
-	For AI/ML based positioning, LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) is identified as the entity to derive the monitoring metric at least when monitoring is based on provided ground-truth label (or its approximation).
-	If model monitoring does not require ground-truth label (or its approximation).
-	Statistics of measurement(s) compared to the statistics associated with the training data. Note: the measurement(s) may or may not be the same as model input.
-	Examples used in contributions: norm of model input, mean, min/max of some statistics related to measurement and/or model input, median or data temporal/spatial distribution
-	Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
-	Examples used in contributions: mean, standard deviation, variance, etc. of some statistics related to model output
-	For monitoring UE-side and gNB-side model for AI/ML based positioning:
-	Signalling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)
-	Signalling from monitoring entity to request measurement(s) (if needed)
-	Signalling for potential request/report of monitoring metric (if needed)
-	Note: there may not be any specification impact
-	For monitoring LMF-side model for AI/ML based positioning
-	Signalling from LMF to request measurement(s) (if needed)
-	Assistance signalling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
-	Report of the calculated metric and/or model monitoring decision
-	If model monitoring requires and is provided ground-truth label (or its approximation)
-	Monitoring metric: statistics of the difference between model output and provided ground-truth label.
-	Examples used in contributions: mean, standard deviation, instantaneous value, threshold of ground-truth label (or its approximation)
-	For monitoring UE-side and gNB-side model for AI/ML based positioning:
-	Signalling from monitoring entity to request ground-truth label (if needed)
-	Signalling from monitoring entity to request model output (if needed)
-	Signalling for potential request/report of monitoring metric (if needed)
-	For monitoring LMF-side model for AI/ML based positioning
-	Signalling from LMF to request measurement(s) (if needed)
-	Provisioning of ground-truth label and associated label quality.
-	Assistance signalling and procedure, e.g., from LMF to UE/gNB indicating ground-truth label and/or measurement, etc.
-	Report of the calculated metric and/or model monitoring decision
-	Note: no extensive evaluation results on model monitoring metric comparison have been carried out
-	Note: there is no consensus during SI on whether monitoring metric will have spec impact



Label-based model monitoring
In RAN1#116bis meeting, the following agreement on labeled-based monitoring was reached.
	Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.



Among above two options, option A in which model inference and monitoring at the same side is preferred since more useful information is available to derive a more accurate monitoring result.
For option A that monitoring metric is calculated by the target UE, there are four sub-options.
Option A-1: the accuracy of ground truth label estimated by LMF should be considered. If there is no way to generate a ground truth label with high confidence, it is difficult to guarantee the performance of model monitoring, such as in heavy-NLOS scenarios.
Option A-2: if UE-based method can get a more accurate positioning result than AI/ML based positioning, why AI is needed.
Option A-3: there should be some mechanisms to ensure the validity of provided PRU’s information for UE-side model monitoring. For example, the selected PRU locates at Cell A, but the target UE locates at Cell B.
Option A-4: the accessibility of the PRU’s measurement for UEs deploying AI/ML based positioning, is not guaranteed and unclear.
Based on above analysis, we think option A-1 and A-3 are feasible but they may be applied to different scenarios. For example, option A-1 may be suitable for the scenario where the location of UE can be accurately derived by other positioning methods. Option A-3 may be suitable for the scenario where the location of UE can’t be accurately derived and the assistance information from PRU is available.
In addition, Option A-4 should be deprioritized in Rel-19 since the procedure and specification impact are unclear.
For model performance monitoring of AI/ML positioning Case 1, the target UE side performs monitoring metric calculation should be supported.
For model performance monitoring of AI/ML positioning Case 1, option A-1 and option A-3 can be supported for the target UE side performs monitoring metric calculation. 
Furthermore, for label-based model performance monitoring relying on PRU’s information, e.g., locations and the corresponding channel measurements, an important issue is to how to ensure the validity of provided PRU’s information for model monitoring. As an example, for Case 1, when the target UE takes the PRU’s channel measurement into AI/ML model, a location estimation of the PRU is generated. Even if the estimated location of PRU is close enough to its ground truth label, it only shows that the current model is valid in the environment where the PRU is located, which does not guarantee the model effectiveness and/or performance for the target environment where the target UE is located. 
Thus, it is suggested to further study mechanisms to ensure the validity of provided PRU’s information for model monitoring. In our view, more assistance information can be additional provided for UE to help the UE to identify the validity of PRU information.
More PRU information can be provided to UE as assistance information to ensure the validity of PRU information for the target UE side performs monitoring metric calculation. For example:
· The cell ID where PRU belongs
· Channel condition (e.g LoS condition) of PRU measurement
In addition, a similar agreement can be made for case 2a as follows
For model performance monitoring of AI/ML positioning Case 2a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label:
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
· Note: exact method to perform the monitoring metric calculation is up to implementation. 
· Note: Other options are not precluded.
Label-free model monitoring 
	Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
1. [bookmark: _GoBack]RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model.


According to the above analysis, the PRU location or target UE location needs to be provided to assist label-based monitoring. But, there are still some scenarios that UE cannot obtain the PRU location and accurate UE location, such as NLoS scenarios without PRU deployment. In those cases, label-free model monitoring should be considered.
For the label-free model monitoring, the detailed method can up to implementation, but some additional assistance information may need to be provided for monitoring. Therefore, we should analysis which factor will impact the model performance, given that they may be helpful for monitoring. Rel-18 SI has identified some factors that may potentially affect the positioning accuracy of AI/ML model, including:
a) Drops
b) Clutter parameters
c) Network synchronization error
d) [bookmark: OLE_LINK30][bookmark: OLE_LINK31]UE/gNB RX and TX timing error
e) InF scenarios
f) Issues related to measurement
i. SNR/SINR mismatch
ii. Time varying changes
iii. Channel estimation error
Generally, these factors can be classified into three categories, i.e., scenario related, hardware implementation related, and measurement related. All above factors can be considered as assistance information provided to LMF for label-free model performance monitoring. Typically, 
Low SNR/SINR can result in poor channel measurement quality, which may further degrade the positioning accuracy of AI/ML model, and the AI/ML model trained with high-SNR/SINR region is unable to generalize to low SNR/SINR region without considering mix-training/fine-tuning related technologies. 
The positioning accuracy would deteriorate when the AI/ML model is trained with dataset of one deployment scenario and tested with dataset of a different deployment scenario.
Network synchronization error and UE/gNB timing error can destroy the consistency between training and inference due to the introduction of additional randomness, which further degrade the positioning accuracy of AI/ML model. 

	if the positioning accuracy would deteriorate when the AI/ML model is trained with dataset of one deployment scenario and tested with dataset of a different deployment scenario, the positioning accuracy on the test dataset can be improved by better training dataset construction and/or model fine-tuning/re-training.
-	Better training dataset construction: The training dataset is composed of data from multiple deployment scenarios, which include data from the same deployment scenario as the test dataset. 
-	Model fine-tuning/re-training: the model is re-trained/fine-tuned with a dataset from the same deployment scenario as the test dataset.
Both direct AI/ML positioning and AI/ML assisted positioning
For both direct AI/ML and AI/ML assisted positioning, evaluation results submitted show that with CIR model input for a trained model,
-	For two SNR/SINR values S1 (dB) and S2 (dB), S1 ≥ S2 + 15 dB, positioning error of a model trained with data of S1 (dB) and tested with data of S2 (dB) is more than 5.75 times that of the model trained and tested with data of S1 (dB).
	For two SNR/SINR values S1 (dB) and S2 (dB), S1 ≤ S2 – 10 dB, the generalization performance of a model trained with data of S1 (dB) and tested with data of S2 (dB) is better than the performance of a model trained with data of S2 (dB) and tested with data of S1 (dB). Positioning error of a model trained with data of S2 (dB) and tested with data of S1 (dB) is more than 2.97 times that of the model trained with data of S1 (dB) and tested with data of S2 (dB).


In addition to the above information, other information, if justified to be useful for performance monitoring, can be also provided to LMF, such as UE’s sensor information. In Rel-18, at least UE’s motion state information has been evaluated and justified to be useful for model monitoring [4][7]. 
Specifically, for LMF-side model, assistance information provided by UE or gNB are listed as Table 8.
[bookmark: _Ref165904684]Assistance information provided by UE or gNB to LMF for LMF-side model monitoring 
	Case
	Provided by
	Label-free model monitoring

	Case 2b
	UE
	SNR/SINR, existing measurements (e.g., RSTD, LOS/NLOS), sensor information (e.g., motion state information)

	Case 3b
	UE
	sensor information (e.g., motion state information)

	
	gNB
	SNR/SINR, existing measurements (e.g., RSTD, LOS/NLOS)



Therefore, we propose
For performance monitoring of LMF-side model, the following assistance information can be provided for monitoring:
· SNR/SINR provided by UE (Case 2b) or gNB (Case 3b)
· Sensor information, at least including UE’s motion state information related information (Case 2b and 3b)

Summary
Label-based model monitoring can achieve better monitoring performance than its counterpart with the need of accurate ground truth labels that are difficult to obtain in real-time and/or real deployment for positioning. However, label-free model monitoring does not require ground truth labels anymore, making it easier to be implemented in practice. Considering their respective advantages and disadvantages, we suggest to specify both label-based and label-free model monitoring to achieve accurate and flexible model monitoring for AI/ML based positioning. For example, 
In cases where ground truth labels cannot be obtained, e.g., heavy-NLOS scenarios, label-free model monitoring methods could be adopted.
In cases where ground truth labels can be easily obtained, label-based model monitoring methods could be adopted. 
Moreover, a combination of those two methods has the potential to provide better model monitoring performance.
[image: ][image: ]
Illustraion of label-based and label-free model monitoring
Support both label-based and label-free monitoring for AI/ML based positioning.

Consistency between training and inference 
NW side additional condition 
	For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: 	the possibility that different approaches can achieve the same function is not denied
For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. Note: whether specification impact is needed is a separate discussion. 


In 9.1.3.3 of  R1-116bis meeting, the following agreement of associated ID was reached.
	Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.



For UE-side model, RAN 1 should focus on NW-side additional condition, and there may be no specification impact for UE-side additional condition for AI/ML based positioning. In our understanding, the purpose of additional condition is to ensure the consistency between training and inference for factors that are controllable and time-varying at NW side, such as beam pointing angle/beam width. There are at least four approaches to achieve this purpose, as illustrated as follows.
Approach 1: UE side reports the model related information to NW side, and then NW side knows how to configure to support UE-side model inference. Here, the model related information corresponds to NW configurations, and may not include other uncontrollable factors, such as SINR.  
Approach 2: NW side delivers the configuration related information to UE side, and then UE side can select or deploy AI/ML models that match the current NW configurations.
Approach 3: NW side transfers the AI/ML model matching the current NW configurations to UE side. Naturally, the consistency between training and inference can be ensured since NW side knows everything about UE-side models.
Approach 4: NW side and UE side do not exchange anything to each other. In such case, UE side and NW side can constantly try various configurations to achieve consistency via model monitoring, but it is inefficient.
Apart from model transfer, the first two approaches should be given high priority, and approach 4 should be excluded due to its high complexity and low efficiency.
For additional condition, the first thing is to identify which inconsistencies in network configuration can significantly affect the positioning performance of UE-side model. According to the simulation results, the following factors have been additionally identified
Beam pattern. The transmission of PRS (and SRS) is beamformed, and a physical beam can be associated with a PRS resource. For a TRP, the estimated time-domain channel profile (CIR/PDP) can vary significantly for different PRS resources or beams (e.g., with the same path delay but different path power when LOS; different path delay and power when NLOS). In this sense, when AI/ML model is trained under a beam pattern but inference under another beam pattern, obvious performance degradation is observed, as shown in Table 9.
In the last meeting, it is agreed to investigate the impact and necessary details of gNB/UE implementation to obtain the channel measurement values. In our opinion, most existing evaluations in Rel-18 take the estimated or ideal CIR/PDP/DP as model input without considering the impact of beamforming. In practice, beamformed PRS could be transmitted to combat the pathloss, especially for FR2, which may result in a significant different channel profiles for different beams or PRS resources. Thus, we propose to further consider the following aspects:
· The inconsistency of beam pattern between training and inference can impair the positioning accuracy. Some mechanisms should be devised to deal with this issue. 
· Reporting channel measurements associated with all PRS resources or beams is impractical, especially for FR2 scenarios with hundreds of beams or PRS resources for each TRP. How to reduce the reporting overhead while maintaining the performance should be further studied. 
To support the application of AI/ML based positioning in FR2 scenarios, it is suggested to investigate the impact of beam related aspects on positioning performance, and some mechanisms should be devised for ensuring the positioning accuracy.  In our opinion, the following aspects could be considered as a start point. 
· The training data is collected under wide-beam pattern, while the trained model is used for narrow-beam pattern. In practice, there is no guarantee that beam patterns of TRPs remain unchanged.
· The training data is collected under the first strongest beam, while the trained model is used for the second or third strongest beam. In practice, there is no guarantee that UE can always select the strongest beam from hundreds of candidate beams or PRS resources.
[bookmark: _Ref158047544]Positioning performance when considering the inconsistency of beam pattern between training and inference
	Scenario
	Train with
	Test with
	Accuracy (m@90%)

	DH{0.6, 6, 2} with 18 TRPs [following the agreed configuration in Rel 18]
	First strongest beam
	First strongest beam
	1.58

	
	First strongest beam
	Second strongest beam
	6.56

	
	First strongest beam
	Third strongest beam
	10.89
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Positioning performance when considering the inconsistency of beam pattern between training and inference
The inconsistency of beam pattern between training and inference can result in severe performance degradation for AI/ML based positioning.
Further study the impact of beamforming related aspects on positioning accuracy, to support the application of AI positioning in FR2 scenarios.
Consider adopting the following approaches to ensure the consistency between training and inference. 
· For beam pattern information, NW side provides indication to assist UE in maintaining the consistency between training and inference, such as “associated ID” information or explicit beam pattern information as specified in legacy UE-based AoD positioning. 
· UE can indicate applicable “associated ID” or beam pattern in other procedures.
Measurement bandwidth alignment 
Other measurement related conditions whose inconsistencies between training and inference can impair the performance, should also be considered for UE-side model. For example, as shown in Figure 2, channel profile estimated under different RS bandwidth assumptions can be significantly different. It is intuitive that this inconsistency would severely impair the positioning performance, and the evaluation results presented in Table 10 confirm this intuition. 
[bookmark: _Ref163048577]Positioning performance when considering the inconsistency of signal bandwidth between training and inference
	Scenario
	Bandwidth of training
	Bandwidth of test
	Accuracy (m@90%)

	DH{0.6, 6, 2} with 18 TRPs [following the agreed configuration in Rel 18]
	100MHz
	100MHz
	1.58

	
	20MHz
	20MHz
	2.25

	
	100MHz
	20MHz
	6.89
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Positioning performance when considering the inconsistency of signal bandwidth between training and inference
Consider adopting the following approaches to ensure the consistency between training and inference. 
· UE can report supported PRS bandwidth.
UE side additional condition
In RAN1#116bis meeting, some agreements and working assumptions were reached to support PRU to generate data for model training and monitoring.  
	Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.
Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.
Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.
Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.
Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.
[bookmark: OLE_LINK21][bookmark: OLE_LINK22]Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.


[bookmark: OLE_LINK24][bookmark: OLE_LINK25]In practice, PRU and regular UE may come from different manufacturers, resulting in the discrepancy in their measurement implementation. For example, even at the same location, PRU and UE may generate significantly different channel measurements. For model monitoring, when the PRU channel measurements and the related PRU location are sent via LMF to the target UE, this inconsistency of measurement may easily lead to a wrong conclusion that the AI/ML model resided at UE side is ineffective even if the current model is effective in practice. Thus, we suggest to further study how to deal with this potential inconsistency of measurement implementation between regular UE and PRU when supporting PRU to generate data for model training and monitoring.
[bookmark: OLE_LINK32]Further study how to deal with the potential inconsistency of measurement implementation between regular UE and PRU when supporting PRU to generate data for model training and monitoring
Conclusions
We have the following observations:
1. Based on the performance comparison between sample-wise reporting and path-wise reporting are shown in Table 2 and Figure 3, sample-wise reporting can provide 37.3% and 76.4% performance gain compared to path-wise reporting for 18 TRPs and 6 TRPs, respectively.
An order of magnitude performance loss has been observed when the path selection method is inconsistent between training and test dataset, which are shown in Table 3 and Figure 4
With the same reporting overhead, sample-wise reporting still reaps over 40% performance gain compared to path-wise reporting.
First-path phase, when combined with multi-model/view processing, can additionally offer at least 20% gain of positioning accuracy over PDP with negligible extra reporting overhead.
There are at least three methods which can be utilized to eliminate the impact of random initial phases of transceiver:
· PRU-assisted phase calibration
· Relative phase with reference to a reference path/sample
· Initial phase measurement and reporting
Reporting ranging can provide over 45% gain of positioning accuracy compared to DL-RSTD, when the CHAN algorithm is used in both cases for location calculation.  
The inconsistency of beam pattern between training and inference can result in severe performance degradation for AI/ML based positioning.
We have the following proposals:
1. Specify the following two types of training data to support supervised learning and semi-supervised learning
· Type 1 ：labelled data 
· Type 2：unlabelled data
Study and specify mechanisms for reducing the reporting overhead of collected training data, including:
· Reduce the number of reported samples. 
· Reduce the size of each sample, such as truncation.
Channel measurements including CIR, PDP and DP, should be supported for data collection, which can provide more freedom of implementation for model developer.
Specify sample-wise channel measurement reporting for Case 2b and 3b of AI/ML based positioning due to the constraints of path-wise reporting. 
Reuse the legacy reference time for UE side channel measurements where one of the following options is adopted.
· Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.
· Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.
Multi-RTT positioning should be supported by AI/ML based positioning by using Case 2a and 3a together or using Case 2b and 3b together.
In addition to delay and power, at least first-path phase reporting should be supported for AI/ML based positioning.
Raw CIR reporting can be supported, and LMF can eliminate the impact of random initial phases of transceiver by implementation.
For AI/ML assisted positioning Case 2a and Case 3a, distance ranging between UE and TRP are supported for reporting.
· Note: there is no need to introduce the definition of distance ranging in TS 38.215	
The legacy measurement RSTD and LOS/NLOS indicator can be reused as intermediate measurements of AI/ML assisted positioning. An additional indication is needed to indicate that the report measurement comes from AI/ML models.
For model performance monitoring of AI/ML positioning Case 1, the target UE side performs monitoring metric calculation should be supported.
For model performance monitoring of AI/ML positioning Case 1, option A-1 and option A-3 can be supported for the target UE side performs monitoring metric calculation. 
More PRU information can be provided to UE as assistance information to ensure the validity of PRU information for the target UE side performs monitoring metric calculation. For example:
· The cell ID where PRU belongs
· Channel condition (e.g LoS condition) of PRU measurement
For model performance monitoring of AI/ML positioning Case 2a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label:
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
· Note: exact method to perform the monitoring metric calculation is up to implementation. 
· Note: Other options are not precluded.
For performance monitoring of LMF-side model, the following assistance information can be provided for monitoring:
· SNR/SINR provided by UE (Case 2b) or gNB (Case 3b)
· Sensor information, at least including UE’s motion state information related information (Case 2b and 3b)
Support both label-based and label-free monitoring for AI/ML based positioning.
Further study the impact of beamforming related aspects on positioning accuracy, to support the application of AI positioning in FR2 scenarios.
Consider adopting the following approaches to ensure the consistency between training and inference. 
· For beam pattern information, NW side provides indication to assist UE in maintaining the consistency between training and inference, such as “associated ID” information or explicit beam pattern information as specified in legacy UE-based AoD positioning. 
· UE can indicate applicable “associated ID” or beam pattern in other procedures.
Consider adopting the following approaches to ensure the consistency between training and inference. 
· UE can report supported PRS bandwidth.
Further study how to deal with the potential inconsistency of measurement implementation between regular UE and PRU when supporting PRU to generate data for model training and monitoring
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