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1. Introduction
CSI compression is a sub-use case of AI/ML for CSI feedback enhancement. Its architecture comprises a two-sided AI/ML model, featuring an encoder implemented on the UE side and a decoder on the NW side. In Release 19, CSI compression will persist as a study item, aiming to optimize the balance between performance and complexity/overhead. Additionally, it seeks to address and resolve challenges associated with inter-vendor training collaboration, in line with the objectives of the new WID on AI/ML for the NR air interface proposed in RAN#102 [1].
	Objective of AI/ML for CSI feedback enhancement in Rel-19

Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 


Although the AI/ML CSI compression exhibits significant improvement on overhead and throughput, there are several remaining issues that includes training collaboration types, two-sided model pairing mechanisms, performance monitoring procedures, intermediate KPIs calculation, CSI quantization, and resource/report configuration for model inference, etc. This contribution aims to addresses some of the open issues. Additionally, we provide our perspectives on the conclusions of the study item concerning the AI/ML-based CSI compression sub-use case from the RAN1 viewpoint.
2. Study on the Specification Impact on CSI Compression Model Inference
2.1 Resource Set (RS) and CSI Report Configuration
The following consensus was reached regarding the CSI-RS resource and CSI report configuration for the CSI compression sub-use case [2][3]:
	Agreement in RAN1#112bis-e
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded.
Agreement in RAN1#113
In CSI compression using two-sided model use case, further study the applicability and potential specification impact for CSI configuration and report:  
· For network to indicate CSI reporting related information, gNB can indicate the UE with the one or more of following information: 
· Information indicating CSI payload size
· Information indicating quantization method/granularity.
· Rank restriction
· Other payload related aspects
· For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW


The CSI framework, as established in NR, encompasses the setting of CSI-RS resources and report settings, as well as the configuration of the UE with CSI-ReportConfig via RRC signaling. In the use case of CSI compression using a two-sided model, three types of CSI-RS resources associated with the reportQuantity are defined for CSI measurement. These include channel measurement with the first CSI-RS resource configuration, interference measurement with the second CSI-IM resource configuration, and another form of interference executed by the NZP-CSI-RS resource configuration. The information required by the AI/ML model would significantly differ from the traditional CSI framework. Moreover, the conventional CSI-RS resource configuration methodology has not defined the AI or other usage scenarios. Therefore, the method of pairing the AI/ML model with the reference signal configuration needs to be elucidated.
To cater to the specific feedback requirements of the AI/ML model, several methods can be employed to differentiate the AI/ML CSI compression requirement:
· A dedicated reporting quantity has been defined, which is utilized for the operation of the AI/ML-specific model.
· A dedicated reporting configuration is in place, which incorporates information specific to the AI/ML model.
· A dedicated measurement configuration is established, which includes information specific to the AI/ML model.
In prior meetings, several proposals were put forth suggesting that the UE employs multiple AI/ML models to compress the CSI information. For each AI/ML model used for CSI compression, the corresponding CSI-RS resource configuration and CSI reporting configuration would be clarified to align the UE with LCM operations.
Proposal 1: In the case of CSI compression using a two-sided model, the design of an AI/ML-specific CSI-RS resource and CSI reporting configuration that may be compatible with the traditional CSI reporting scenario should be considered in the following aspects:
· AI/ML-specific CSI-RS resource configuration for CSI compression
· AI/ML-specific fields in CSI-ReportConfig IE
· Dedicated report quantities and report configurations for AI
2.2 Priority rules concerning CSI report collision
The following agreements were reached on the priority rules pertaining to CSI report collision for the CSI compression sub-use case:
	Agreement
In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 
· The priority rule regarding CSI collision handling and CSI omission
· Codebook subset restriction
· CSI processing Unit
Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded.


At times, a UE device may be triggered with multiple CSI reports based on the CSI report configurations. In such instances, it becomes necessary for the UE device to ascertain the priority of these multiple CSI reports. This is to determine whether some CSI reports or portions of the CSI report part 2 should be disregarded when the uplink symbols/slots for multiple CSI reports collide in the temporal domain. In other words, when the UE device is triggered with multiple AI/ML-based CSI reports and non-AI/ML CSI reports, the priority for such AI/ML-based and non-AI/ML-based CSI reports also needs to be established.
In the NR system, a priority rule for CSI reporting has been established, which is associated with multiple factors such as temporal domain behavior (periodic/semi-persistent/aperiodic), CSI report content (whether or not carrying L1-RSRP or L1-SINR), serving cell index, reporting config ID, and so on. Two CSI reports are considered to be in collision if the time occupancy of the physical channels scheduled to carry CSI reports overlaps in at least one OFDM symbol and is transmitted on the same carrier. When a UE is configured to transmit two colliding CSI reports to the gNB, the priority rule will be applied as follows:
· If the y values differ between the two colliding CSI reports, the following rules apply, except in the case where one of the y values is 2 and the other is 3. Here, the parameter y denotes different types of CSI reports, such as y=0 indicating aperiodic CSI reports to be carried on PUSCH, y=1 indicating semi-persistent CSI reports to be carried on PUSCH, y=2 indicating semi-persistent CSI reports to be carried on PUCCH, and y=3 indicating periodic CSI reports to be carried on PUCCH.
· The CSI report with the higher priority value should not be transmitted by the UE.
· Alternatively, the two CSI reports are either multiplexed or one is dropped, depending on the priority values, as outlined in [TS38.213].
At present, AI/ML-based CSI compression has been deliberated multiple times in RAN1/RAN2. For AI/ML models to function properly, dedicated CSI reporting, including AI/ML model life cycle management (LCM), is required. Both non-AI/ML based CSI compression and AI/ML-based CSI compression or related data collection would coexist for a specific radio link. Given the constraints on UCI payload, a new priority rule might be necessary to manage AI/ML and/or non-AI/ML based CSI compression. Consequently, an amendment to the existing CSI reporting priority rule is anticipated.
The establishment of an AI/ML-specific priority rule is essential within the system, distinct from the non-AI/ML specific CSI reporting priority rule currently employed in the NR system. In addition to the factors influencing the value of legacy CSI reporting priority, certain supplementary information may be taken into account as determinants for the value of AI/ML-specific CSI reporting priority. These factors include:
· AI/ML LCM procedures, signifying that CSI reporting associated with different procedures possess varying priority values, such as model monitoring, inference, and training.
· AI/ML characteristics for CSI compression, indicating that CSI reporting associated with different features carries different priority values, such as the model structure for CSI compression and quantization.
· AI/ML CSI reporting contents, suggesting that different CSI reporting information holds varying priority values, such as Rank and CQI, and the codebook subset.
Observation 1: Certain additional information may impact the priority of AI/ML CSI reporting for CSI compression:
· AI/ML LCM procedure
· AI/ML characteristics for CSI compression
· AI/ML reporting contents
· Other factors that may be pertinent to the value of AI/ML-specific priority should not be precluded.
Proposal 2: The definition of AI/ML-specific priority for CSI reporting in relation to CSI compression should be considered in comparison with the traditional CSI priority rules.
Given that both AI/ML CSI reporting and non-AI/ML CSI reporting for CSI compression are likely to coexist in the NR system, when an uplink resource collision occurs, the final priority between AI/ML-based and non-AI/ML-based should be determined. The approach to this determination is as follows:
· Option 1: The priority of AI/ML CSI is always higher than that of non-AI/ML CSI reporting for CSI compression. This implies that non-AI/ML can only be transmitted after the AI/ML CSI, and the CSI priority is determined by the specific priority value within either AI/ML CSI reporting or non-AI/ML CSI reporting.
· Option 2: The priority of AI/ML CSI is always lower than that of non-AI/ML CSI reporting for CSI compression. This implies that AI/ML can only be transmitted after the non-AI/ML CSI, and the CSI priority is determined by the specific priority value within either AI/ML CSI reporting or non-AI/ML CSI reporting.
· Option 3: If both AI/ML CSI and non-AI/ML CSI share the same priority value, the AI/ML CSI will be transmitted first. However, if the priority values differ, the transmission priority is determined by the respective priority value.
· Option 4: If both AI/ML CSI and non-AI/ML CSI share the same priority value, the non-AI/ML CSI will be transmitted first. However, if the priority values differ, the transmission priority is determined by the respective priority value.
Proposal 3: When the UE supports both AI/ML and non-AI/ML CSI reporting, it is necessary to redefine the priority rule considering different types of CSI reporting.
2.3 Mechanism for CSI Compression Processing with Limited UE Capability and Dedicated Timing
For traditional CSI measurement processing criteria, the concept of a CSI Processing Unit (CPU) is introduced to denote the capability of supported simultaneous CSI calculations implemented in a UE. This means that if a UE supports simultaneous CSI calculations, it is said to possess CSI processing units for processing CSI reports. Similarly, for AI/ML models implementing CSI measurement operations, the concept of an AI/ML-specific CPU can also be introduced. However, the requirements for an AI/ML-specific CPU differ significantly from those of a legacy CPU due to the distinct requirements of UE capabilities to implement AI/ML-specific and traditional CSI measurement operations. When AI/ML models are applied to the CSI measurement process for CSI prediction, channel information feedback, beam management, and positioning, the resources (including computing units, memory, storage, and other hardware resources) consumed by AI/ML models differ from those required by traditional CSI computation methods. Consequently, the current CPU and Occupied CPU quantified based on non-AI/ML models are unsuitable for AI/ML models. It is essential to redefine the relevant parameters specifically for AI/ML models.
The utilization of AI/ML models for CSI measurements and calculations may pose challenges to the capabilities of a UE to implement AI/ML models for inference. Firstly, the size of AI/ML models may be substantial due to the complex AI/ML model structures and a large number of AI/ML proprietary parameters, including hyperparameters, learnable parameters, and other types of parameters specific to an AI/ML model. Consequently, to facilitate the running of AI/ML models for inference in a UE, a significant amount of the UE's memory resources must be occupied, which may surpass the available memory resources of the UE specific to AI/ML model operation. Secondly, the computation requirements (e.g., FLOPs) of AI/ML models may be too high for a UE to support. This implies that running AI/ML models for inference in a UE may consume computational resources to a large extent. Lastly, running AI/ML models for inference in a UE may lead to substantial power consumption, which may exceed the tolerable limit of the UE's power-saving requirements.
Observation 2: The memory and computational resources as well as the power consumption may become bottlenecks for UE when implementing AI/ML models for CSI compression and restoration. 
Proposal 4: The study of how to describe the capabilities of a UE to implement AI/ML models for inference on CSI compression and calculations should be undertaken.
Upon receipt of the CSI request, which instigates CSI measurements and calculations in the UE via DCI transmitted through PDCCH, the UE commences these measurements and calculations. It then conveys the CSI measurement results to the gNB via the PUSCH/PUCCH, the time slot for which has been predetermined. To ensure the most recent CSI measurement data is reported to the gNB, the CSI measurements and calculations must be completed prior to the first uplink symbol that carries the corresponding CSI report(s), taking into account the CSI computation time.
In the case of CSI measurements and calculations that employ AI/ML models for inference, the estimation of CSI computation time necessitates a reconfiguration for AI/ML. This differs from traditional CSI measurement and calculation operations, which can be executed immediately without any preliminary steps. AI/ML models, on the other hand, require activation within the UE before the implementation of inference, a process that may consume a certain amount of time. Moreover, the size of the AI/ML models may affect the model inference time.
The total operation time for the AI/ML model in CSI computation comprises two durations: the time taken for model activation (if applicable) and the time taken for model inference. This could result in different outcomes for the handling of CSI measurements and calculations (either providing a valid CSI report or disregarding the scheduling request) compared to the time duration from the last symbol of the DCI carrying the CSI request to the first uplink symbol carrying the corresponding CSI report(s).
Observation 3: The computational time for CSI restoration at NW side should be estimated and reconfigured to the UE. This may include the time duration for both model activation and model inference.
2.4 Considerations on collaborative training issues
The following two agreements were reached during RAN1 #116 and #116bis meetings respectively:
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.



Considering the information exchange between the NW and the UE, it should be coordinated by the NW while the UE provides complementary information under the guidance of the NW. The detailed information exchange procedure depends on the options and model monitoring method. 
In general, we do not support option 1 and option 2 and think option 3, 4 and 5 are more practical choices for standardization for the following reasons.
Option 1 requires the exchange of fully characterized model, i.e., model structure and parameters, this requires unacceptable overhead for the model exchange. Since the model parameters scenario/condition dependent, even a small change in the scenario/condition can bring about a complete change in the model parameters, which results in significant information exchange overhead in a time varying channel. 
Option 2 follow the usual practice in the field of image recognition, where a series of datasets are clearly named and stored in a database, and the AI/ML models for different use cases are trained by choosing the suitable datasets from the database. This approach is good for research purpose, as the model training is done with recognized datasets, then the results is reliable and ease for comparison. However, as the variation features of the channel CSI is more complex than the image does, it is hard to generalize a common database covers all scenarios in the wireless communications, consequently it is difficult to reach consensus in a short period of time.
Proposal 5: Option 1 and 2 should not be standardized, at least they are out of the scope of R19.
Option 3 and option 5 is similar, the model format or structure specifies the skeleton of the AI/ML model, e.g., number of layers, number of nodes, etc., which does not vary across time. And the scenario/condition varying part, namely the parameters or the reference model will be generated in real time and to be exchanges between the NW and UE. 
For option 4, the data format refers to the formant of the dataset, that does not involve the content of the dataset. For example, it many just specify which features or parameters are contained within the dataset, and consequently the data type and structure of the features or parameters. This will not bring too much burden for the standardization work.
Considering the two-sided model, if the model format or structure is similar between NW and UE, then there is merely no difference between the options 3, 4 and 5, except that for parameter or reference model exchange the training burden lies on the NW side while for dataset exchange the training burden lies on the UE side. 
However, considering the gap of hardware capability between the NW and UE, if no UE-side offline engineering, the UE may suitable for much simpler model format or structure due to the hardware limitation, therefore directly use the same model structure or formant as the NW side may result in problems. In this case the exchange of dataset, i.e., option 4, seems more applicable as the UE is free to choose the suitable model. In contrast, if the hardware capability at the UE side could be kept at similar level as the NW side aided by the OTT server, then the option 3a or option 5a are also applicable.
Proposal 6: RAN 1 should down select among option 3, 4 and 5 considering if unified model format or structure is shared between the NW and UE side model respectively.
· For option 4, there may be no need for offline-engineering.
· Option 3 and 5 are preferred if model structure or format is exchanged from NW to UE.

3. Conclusions
This contribution has led to the following observations:
Observation 1: Certain additional information may impact the priority of AI/ML CSI reporting for CSI compression:
· AI/ML LCM procedure
· AI/ML characteristics for CSI compression
· AI/ML reporting contents
· Other factors that may be pertinent to the value of AI/ML-specific priority should not be precluded.
Observation 2: The memory and computational resources as well as the power consumption may become bottlenecks for UE when implementing AI/ML models for CSI compression and restoration.
Observation 3: The computational time for CSI restoration at NW side should be estimated and reconfigured to the UE. This may include the time duration for both model activation and model inference.
Furthermore, the following proposals have been put forward:
Proposal 1: In the case of CSI compression using a two-sided model, the design of an AI/ML-specific CSI-RS resource and CSI reporting configuration that may be compatible with the traditional CSI reporting scenario should be considered in the following aspects:
· AI/ML-specific CSI-RS resource configuration for CSI compression
· AI/ML-specific fields in CSI-ReportConfig IE
· Dedicated report quantities and report configurations for AI
Proposal 2: The definition of AI/ML-specific priority for CSI reporting in relation to CSI compression should be considered in comparison with the traditional CSI priority rules
Proposal 3: When the UE supports both AI/ML and non-AI/ML CSI reporting, it is necessary to redefine the priority rule considering different types of CSI reporting.
Proposal 4: The study of how to describe the capabilities of a UE to implement AI/ML models for inference on CSI compression and calculations should be undertaken.
Proposal 5: Option 1 and 2 should not be standardized, at least they are out of the scope of R19.
Proposal 6: RAN 1 should down select among option 3, 4 and 5 considering if unified model format or structure is shared between the NW and UE side model respectively.
· For option 4, there may be no need for offline-engineering.
· Option 3 and 5 are preferred if model structure or format is exchanged from NW to UE.
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