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1. [bookmark: _Ref521334010]Introduction
In RP-234039[1], the following WIDs on AI/ML Beam management have been agreed.
Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
- Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”).
- Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”).
- Specify necessary signaling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any.
- Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE.
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2.
The following agreements are made during the RAN WG1 meeting #116bis.
Agreement
For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N(N>=1, FFS on N) future time instance(s) in one report 
· wherein information of inference results of one time instance is as in one report for BM-Case 1 
· Note: overhead reduction is not precluded 
· FFS on details
Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 
· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
· Note: Purpose, such as above “For NW-sided model, for BM-Case1 and BM-Case2” and “Set A” and “Set B”, will not be specified in RAN 1 specification.
Agreement
For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, when applicable, further study the following options:
· Option A: Predicted RSRP
· Option B: Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement
· Where the predicted RSRP is based on AI/ML output
· Note: Support both Option A and Option B is not precluded.
Working Assumption
For report content of inference results for UE-sided model for BM-Case 2, the RSRP of predicted beam(s) in the report of inference results, is the predicted RSRP, where the predicted RSRP is based on AI/ML output
Agreement
For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting
· FFS on the details in the CSI-ReportConfig, at least considering:
· Alt 1: one CSI-ResourceConfigId is configured for Set B
· FFS: how UE can determine the information about set A
· Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B
· FFS: How to configure resource set(s) for Set A and Set B in CSI-ResourceConfig
· Alt 3: two CSI-ResourceConfigId s are configured for Set A and Set B separately
· Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId 
· FFS: how to configure/indicate separate resource set(s) for Set A
· Note: separate CSI-ReportConfig for Set A and Set B are not precluded.
· Note: Not perform measurement for Set A and only perform measurement for Set B subject to the CSI-ReportConfig
· FFS on the association between Set A and Set B with or without additional IE
· Other necessary configuration are not precluded. 
Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 
In NR, beam pairing and refinement are managed by the P1/P2/P3 processes in the DL, which are dedicated to beam management (BM). Specifically, P1 handles initial beam pairing, while P2 and P3 respectively handle Tx and Rx beam refinement. With the incorporation of AI/ML into conventional beam management, the specification must consider the implications of this integration and provide adequate enhancements to signaling and procedures to support AI/ML-based beam management.
Besides the beam pairing and refinement, the beam failure detection and recovery are also essential component of the beam management. The conventional framework of BFD and BFR resolves the beam failure problem by periodically perform the measurement and maintain a list of candidate beams in case of beam failure. This requires periodical RS transmission and measurement, which is neither resource nor energy efficient. Furthermore, the BFR may not be effective in many cases, such as in case of poor candidate beam quality.
2. Discussion
2.1   How Beam Management Integrates with AI
2.1.1   AI/ML for beam pairing and refinement
In practice, different RSs may be transmitted sequentially for beam pairing and refinement. For instance, during the initial phase (P1), the gNB may transmit a group of synchronization signal blocks (SSBs) using wide beams, and the UE measures the quality of all beams based on their reference signal received powers (RSRPs) through one of the receive beams. Periodically, several other SSB groups are transmitted, and the UE measures the RSRP through other receive beams. After traversing all Tx and Rx beam pairs, the gNB and UE identify the best wide beam pair.
The beam measurement procedure carried out by P1/P2/P3 can be time-consuming. For instance, if P1 has M Tx beams and N Rx beams, and P2 and P3 have K Tx beams and L Rx beams respectively, the entire beam measurement procedure will need to traverse all MN+KL beam pairs to identify the best narrow beam pair. Moreover, frequent UL/DL signaling of configurations and reports for beam measurement can result in significant overhead.
To reduce the signaling overhead and latency associated with conventional beam management, beam prediction (BP) techniques are being considered. BP can alleviate the burden of exhaustive beam search by predicting the best beam(s) based on a small set of measured beams, aided by AI/ML models. This approach reduces the resource overhead for sending the RS, the latency caused by beam sweeping, and the time and energy consumption associated with frequent measurements.
In cross phase AI/ML BM, the beam prediction is used to reduce the overhead associated with beam sweeping when selecting gNB Tx beams in P1 and P2. Specifically, it uses a subset or all of the SSB beams to predict the optimal beam(s) selected from the CSI-RS beams, instead of a two-stage exhaustive search over all beams in P1/P2/P3. As a result, the necessary configurations and reports related to AI/ML beam prediction must be signaled between the gNB and UE.
· Cross Phase AI BP (NW-sided Model)
	[bookmark: _Hlk157760842]Process
	Functionality
	Description

	P1
	Tx Beam Selection
	NW sweeps DL-Tx beam, and UE sweeps DL-Rx beam and obtains a set of measurements, UE reports the measurements to NW as model inputs.
NW uses an AI/ML model to predict the best DL-Tx beam.

	P2
	Rx Beam Selection
	NW transmits with the best DL-Tx beam and UE refines its Rx beam by AI/ML BP or beam sweeping.



· Cross Phase AI BP (UE-sided Model)
	Process
	Functionality
	Description

	P1
	Tx Beam Selection
	NW sweeps DL-Tx beam, and UE sweeps DL-Rx beam and obtains a set of measurements, UE uses an AI/ML model to predict the optimal DL-Tx beam(s) and report to NW.

	P2
	Rx Beam Selection
	NW transmits with the best DL-Tx beam and UE refines its Rx beam by AI/ML BP or beam sweeping.



Based on above analysis, we have the following proposal.
Proposal 1: Conventional P1/P2/P3 approach to beam pairing/refinement can be simplified by AI/ML beam prediction to two phases.
· FFS: If the AI/ML model in P1 is able to predict the DL-Tx-Rx beam pairs, only one phase is required for beam pairing as the Rx beam selection is also acquired in P1.

2.1.2 [bookmark: _Hlk166077587]AI/ML for Beam Failure Detection and Recovery
As the AI/ML BP is introduced to enhance the beam management in 3GPP R19. Alternative ways to perform BFD and BFR using the AI/ML based approach needs to be discussed. Different from the legacy approach, the BFD and BFR procedure are potentially to be integrated into a unified framework, which will significantly improve the efficiency and performance of BFR. 
There are at least two benefits to study the AI/ML for BFD and BFR.
Firstly, the legacy BFD and BFR relies on measurement to the RSs configured dedicatedly, which is quite energy and resource consumption. The AI/ML BM enables UE acquire the beams based on prediction rather than measurement, therefore it may release the burden of frequent RS transmission and measurement. 
Secondly, the legacy system falls to the RLF procedure if BFR fails to maintains the data link. By introducing the AI/ML based beam prediction, better beams could be predicted in case of lacking of high quality measurements, therefore AI/ML model helps to reduce the risk of RLF and improves both the latency and overall throughput. 
Observation 1: Introducing he AI/ML based beam prediction into the BFD and BFR procedure is potentially reduce the overhead of reference signals and improve the efficiency of BFR, that is beneficial to the system performance.
Furthermore, the AI/ML tools can cooperate with the conventional BFD/BFR in different levels. In the remaining of this section, we take the PCell/PSCell scenario as an example to illustrate different levels of cooperation between the AI/ML model and BFD/BFR.
Level 1: AI/ML model helps to improve the quality of candidate beam
In this level of cooperation between AI/ML and BFR, the legacy BFD and BFR procedure are not affected, which is illustrated in Figure 1. However, since the candidate beams for BFR can be found based on both AI/ML model prediction and legacy measurement, some aspects in legacy BFR need to be enhanced or modified to fulfil the requirements for NW decision. For example, the PRACH/UCI may contain two kinds of candidate beams to report, one is from measurement and the other is from prediction. As a consequence, the content in the BFR request may be updated to adapt to the AI/ML based report. Furthermore, the mapping policy between SSB and PRACH frequency occasion may be modified to leave space to AI-aided BFR. This approach can flexibly fallback to legacy scheme that minimize the standard impact.
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[bookmark: _Ref166083892]Figure 1 AI/ML is used to find the candidate beam in BFR
Proposal 2: Study to use AI/ML based beam prediction to maintain the candidate beam list for BFR.
Level 2:  Unified framework for BFD and BFR based on AI/ML model 
In this level of cooperation between AI/ML and BFR, one set of RSs are transmitted for both BFD and BFR purposes, which is illustrated in Figure 2. The measurement burden of finding candidate beams can be alleviated by AI/ML based prediction. For example, previously measurement in both BFD and BFR procedure could acts as the model input to determine the beams to be updated on candidate list, thus the time window for measurement could be sparser than the legacy one. In some cases, when the quality of measured beams is not good enough, the AI/ML model could help to improve the candidate beam quality by prediction.
[image: ]
[bookmark: _Ref166083908]Figure 2 BFD and BFR share the same RS configuration.
Observation 2: In the AI-aided BFR procedure, the candidate beams can be predict based on the measurement results from both BFD and BFR procedure, which enables a common RS configuration for both BFD and BFR.
Proposal 3: Study to integrate the RS configuration and measurement configuration of BFD and BFR under a unified AI/ML based framework.
Issue 3: AI/ML based prediction for both BF event and candidate beams
Besides the beam prediction, the AI/ML model may be capable to predict the BFR event similar to the RLF and HO event prediction discussed in RAN2, which is illustrated in Figure 3. In this case, the legacy BFD can be omitted or at least simplified. Moreover, the measured beams are more effectively utilized since dual functionalities, i.e., the candidate beam prediction for BFR and the BF event prediction for BFD, are achieved by only one-shot measurement. 
[image: ]
[bookmark: _Ref166083961]Figure 3 BF event is predicted by AI/ML model
Observation 3: The legacy BFD is potentially to be replaced by AI/ML based BF event prediction, or at least being simplified by only measuring a few beam samples.
In this case the beam failure is prevented in advance rather than being recovered when happened, that improves the robustness of the radio link. As the BF event is predicted with a timestamp, the AI/ML model could also suggest the best occasions to apply those predicted beams rather than simply choose the best one in the consecutive slots/symbols.
Observation 4: The prediction on both BF event and candidate beams for BFR will fully utilize the capability of AI/ML model.
Proposal 4: Study to evolve the BFD to BF event prediction while using temporal beam prediction to find the candidate beams for BFR.
2.2  Impact of AI/ML to RS Configuration and Measurement
The performance of AI/ML beam prediction depends on both the model and the input measurements. To generate the labels and AI/ML inputs, new RSRP and SSBRI/CRI report behaviors may need to be collected. Therefore, the pattern of sparse beam measurements needs to be discussed.
The beam pattern goes beyond deciding the relationship between beam set B and beam set A. Set B comprises sparse samplings in the spatial domain through RS measurements, and the beam measurements alone constitute a pattern. The challenge in deciding the pattern of set B is how to capture the spatial features to the fullest extent with sparse samplings. Generally, samples near the connected beam will have higher correlations for low-speed UEs, while samples far from the connected beams will have lower correlations for low-speed UEs. Thus, the patterns of set B can be designed following the distribution of correlation in the spatial domain. The spatial correlation between the samples depends on the physical channel geometry in the long term, while being affected by UE mobility in the short term. Therefore, both fixed regular patterns, where beams are spatially sampled with equal density while repeating across time, and random patterns, where beams are sampled with different densities generated randomly in different time durations, should be considered.


[bookmark: _Ref162874732]Figure 4 Fixed Pattern for AI/ML BM Measurement
Figure 2 illustrate a fixed regular pattern that the four dark blocks denote the measured beams in spatial domain. Alternatively, the random pattern for measurement can be another option for further discussion. We have the following proposal based on above analysis.
Proposal 5: Measurement patterns for AI/ML beam management should be designed for spatial domain beam prediction, and should consider both the fixed regular and random patterns.
2.3  TCI Framework Enhancement for AI/ML BM
In the TCI framework, the QCL relationship is defined to indicate the spatial parameter reuse between different reference signals. It is straightforward that we may extend the concept of QCL to represent the inferred relations between RS sets.  Aided by the AI/ML model, the QCL concept can be extended from guiding the reuse of parameters to providing guidance to inference of parameters. To this end, we may introduce the extended QCL Types for the configuration of AI/ML BP, as well as the corresponding signaling design.
For example, if we want to indicate the beams of a particular CSI-RS Set, we assign the qcl-InfoPeriodicCSI-RS in NZP-CSI-RS-Resource IE with a particular TCI state ID.  Then the beam reuse policy is found by indexing the activated TCI-States using the indicated TCI-StateId. Similar approaches are applied to other kind of RSs, such as the SSB and DM-RS. Hence the critical problem to enable the AI/ML BP in the current protocol with minimum standard impact relies on sufficient enhancement of the TCI-States in order to support AI/ML. 
As the AI/ML BP may incur different measurement and report behaviors, the AI/ML specific configurations should be introduced in the TCI framework. In order to ensure the backward compatibility with the legacy UE, we propose additional TCI state ID pool for AI/ML purpose to distinguish them from the legacy one for non-AI/ML purpose. Therefore, the maximum number of TCI states should be increased to a number larger than 128. Since there is a separate TCI state definition for PDCCH associated with maxNrofTCI-StatesPDCCH, it may also be increased to a number larger than 64.
In consequence, the TCI state should be enhanced to support both the legacy QCL and the extended QCL. In previous release the TCI state supports two legacy QCL types, namely the qcl-Type1 and the qcl-Type2, to enable the RS be QCLed with two different RSs. In the enhanced TCI state additional QCL types, for example the qcl-Type3 and qcl-Type4 should be added for AI/ML purpose and named differently to distinguish them from the legacy ones.
In legacy TCI framework, the QCL-TypeD characterize the beam reuse relationship between two RS sets and the valid time of the reused beams are configured by higher layer signaling in timeDurationForQCL IE. For the BM-Case1, the similar configuration of valid time can be used and the maximum time duration of the beam validity may be enlarged as the AI model gives more preciously estimation than the legacy one. For the BM-Case2, conventional configuration is not able to figure out the exact time instances each one of the N predicted beams take effort, therefore necessary configuration to associate multiple future time instances to multiple predicted beams is demanded.
Through defining new TCI state and corresponding QCL types, the legacy and the AI/ML beam management works under the same framework. As illustrated in Figure 5, the legacy TCI-state ID  indicates a legacy QCL relationship between current RS/channel with respect to another reference signal, i.e., SSB#(i2), while the new TCI-state ID  indicates the mapping between the current RS/channel corresponding to Set A, with respect to other reference signals corresponding to Set B. This approach reuses the concurrent signaling framework that adapt to both legacy and AI/ML based BM with only slight changes on configured parameters.
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[bookmark: _Ref166162175]Figure 5 New TCI-states for AI/ML BM
Based on the above analysis, we propose the following:
Proposal 6: The following enhancement on the TCI framework should be considered to support the AI/ML BM.
· Additional TCI state ID dedicated for AI/ML BP should be introduced.
· New QCL types is indicated in TCI state to associate the RS sets corresponding to Set A and Set B beams. 
· At least for BM-Case2, timing information related to different predicted beams should be configured to the UE using RRC signaling, e.g., included in the TCI state information.
2.4 Impact of AI/ML to Report Information
The protocol should consider from two perspectives to reduce the report overhead. Firstly, the report quantities should be down selected based on functionalities, e.g., by model type and reporting purposes, to avoid the redundant report. Secondly, the samples within the selected report quantities should be down selected based on the beam qualities, e.g., by evaluating the beam quality based on RSRP threshold, to avoid the low-quality report which may mislead the inference result.
For NW-sided model, if the NW use a classification-based model, the input should be the L1-RSRPs of Set B beams and the corresponding beam information, where the beam information is mandatory for training while optional for inference. If the NW use a regression-based model, the input should be the L1-RSRPs of Set B beams and the corresponding measured L1-RSRPs of Set A beams, where L1-RSRPs of Set A beams is mandatory for training.
For UE-sided model, if the UE use a classification-based model, the output should be the beam information of Set A beams and the corresponding probability, where the probability is optional for inference. If the UE use a regression-based model, the output should be the beam information of Set A beams and the corresponding predicted L1-RSRPs, where the confidential level of the L1-RSRP is optionally provided for inference.
Suppose different model types are supported by the AI/ML BP, intuitively the report quantities are already implicitly indicated by the model types as each of the model types include proprietary model input and output quantities. Moreover, for particular model type, different report quantities may be demanded for different report purposes, for example, the data collection report for model training should include the L1-RSRP and beam information of both Set A and Set B beams, while for inference only the L1-RSRP and beam information of Set B beams are demanded. Hence for particular model type, down selection from the model input can be configured to reduce the report overhead. 
Basically, the report content relies on the model type. Hence firstly the NW should indicate to the UE the model type, then indicate to the UE the report contents if multiple options there. For example, whether to send the report quantities can be expressed by a bitmap, and the bitmap use “0” and “1” to represent the absence and presence of one report quantity respectively, then a K report quantities selection can be resolved by a K-bit bitmap. Another alternation is to drive a look-up table.
Proposal 7: The following enhancement on the beam management report should be considered.
· Alt. 1 Indicating the model type and/or a bitmap to indicate the selected report quantities.
· Alt. 2 Indicating the model type and/or the report type to indicate the selected report quantities.
We may consider other content to assist the data training and collection. For example, the filtered RSRP captures the long-term information rather than the instantaneously L1-RSRP. The purpose for introducing the filtered RSRP aims to provides hidden information with small overhead. The calculation of filtered-RSRP can be either the layer-3 filtering or other linear combination approaches. As illustrated in Figure 3, only two L1-RSRPs out of five beams are reported and the L1-RSRPs of other three beams are processed as one filtered RSRP to report. In this way the overhead is reduced but still the RSRP information of other three beams are captured.
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[bookmark: _Ref162444094]Figure 6 Sending Filtered RSRP
It is agreed that more than 4 beams should be reported in the AI/ML BP scenario. The overhead reduction for the beam report is critical since there are at least multiple K (K>4) L1-RSRPs should be reported in one message and may plus with the beam information, probabilities and confidence levels. Therefore, necessary overhead reduction should be applied. The RSRP overhead reduction are based on differentiation and quantization in legacy protocol can be a start point.
Proposal 8: The report for AI/ML BP may include L1-RSRP and/or post processed RSRP.
In legacy protocol, the quantization step-size of RSRP is 2dB, and the relative RSRP to the strongest RSRP ranges from 0 to -30dB, which means the weak RSRPs that are 30dB smaller than the strongest RSRP are considered useless and dropped. In AI/ML BP, we may explore the power of AI model to exploit the information hidden in the weak RSRPs. As a result, we suggest the follow enhancement on the conventional quantization table. 
· Firstly, the ranges of the relative RSRP to the strongest RSRP may be increased to X<-30dB for the report of NW-sided model to collect more input for the model. 
· Secondly, it is suggested to increase the quantization step-size of the relative RSRP to Y>2dB to reduce UCI reporting overhead. 
· Thirdly, the unequal quantization step-size may be utilized to prioritize the high-quality beams. The beams with larger RSRPs are more reliable model inputs and play critical roles in the AI model training and inference. Therefore, it should be more precisely reported and assigned with smaller step-size while the smaller RSRPs of low qualities beams are assigned with larger step-size as it is less significant. We can apply the similarly quantization approach to the probabilities and confidence level as that for RSRP. We define the relative probability or confidence level to be the probability to the largest probability, and the counted difference probability or confidence level ranges from 0 to x, and equal or unequal quantization step-size is also applied. An example can be found in Table 1.
[bookmark: _Ref162885499]Table 1 Modified RSRP report with unequal quantization step-size
	Reported value
	Measured/Predicted quantity value (difference in measured/predicted RSRP from strongest RSRP)
	Unit

	DIFFRSRPAI_0
	0≥ΔRSRP>-2
	dB

	DIFFRSRPAI_1
	-2≥ΔRSRP>-4
	dB

	DIFFRSRPAI_2
	-4≥ΔRSRP>-6
	dB

	DIFFRSRPAI_3
	-6≥ΔRSRP>-8
	dB

	DIFFRSRPAI_4
	-8≥ΔRSRP>-10
	dB

	DIFFRSRPAI_4
	-10≥ΔRSRP>-12
	dB

	DIFFRSRPAI_5
	-12≥ΔRSRP>-16
	dB

	DIFFRSRPAI_6
	-16≥ΔRSRP>-20
	dB

	DIFFRSRPAI_7
	-20≥ΔRSRP>-24
	dB

	DIFFRSRPAI_8
	-24≥ΔRSRP>-28
	dB

	DIFFRSRPAI_9
	-28≥ΔRSRP>-32
	dB

	DIFFRSRPAI_10
	-32≥ΔRSRP>-36
	dB

	DIFFRSRPAI_11
	-36≥ΔRSRP>-42
	dB

	DIFFRSRPAI_12
	-42≥ΔRSRP>-48
	dB

	DIFFRSRPAI_13
	-48≥ΔRSRP>-54
	dB

	DIFFRSRPAI_14
	-54≥ΔRSRP>-60
	dB

	DIFFRSRPAI_16
	-60≥ΔRSRP
	dB


[bookmark: _Hlk163055773]Since a single UCI may not have enough space for reporting multiple quantities, the PUSCH may help transmit the AI/ML BP report. For example, the report message can be divided into two parts, the first part is carried by the UCI in the PUCCH and the second part is carried by the data payload in the PUSCH.
[bookmark: _Hlk163055797]Proposal 9: RAN1 should consider the following enhancement on the report of AI/ML beam management.
· For overhead reduction purpose, study the quantization of report quantities, starting from the enhancement on the RSRP quantization.
· Study the two-stage report mechanism using both PUCCH and PUSCH. 
For BM-Case2, the reporting of beam prediction for multiple future time instances imposes a significant overhead. Therefore, grouping or segmentation-based approach may be applied to reduces the overhead. 
For example, we may split Set A beams into multiple subsets, indicate whether each subset contains predicted beams or not by 1bit respectively. If there are predicted beams then the bitmap information corresponding to that beam set subset is reported, if not then the bitmap information corresponding to that beam set subset does not need to be reported. 
Based on the assumption that the optimal beams are consecutive in Set A, we may set the strongest beam in Set A as a reference beam, and the report includes the reference beam and the neighboring 2L beams. The report quantities include the identification and RSRP of the reference beam, the neighboring area L, as well as a 2L-bitmap indicating the appearance of predicted beams within the neighboring area.
[image: ]
Figure 7 Group Based Report of Predicted Beams
Proposal 10: For BM-Case2, the following overhead reduction approach can be considered.
·  The report may be split into multiple groups for latency and overhead reduction, FFS the splitting rule and collision control mechanism.
· The selection of predicted beams in the report can be indicated by a reference beam plus a bitmap indicating the appearance of predicted beams within the neighbourhood.
3. Conclusion
In this contribution, we make the following observations and proposals.
Observation 1: Introducing he AI/ML based beam prediction into the BFD and BFR procedure is potentially reduce the overhead of reference signals and improve the efficiency of BFR, that is beneficial to the system performance.
Observation 2: In the AI-aided BFR procedure, the candidate beams can be predict based on the measurement results from both BFD and BFR procedure, which enables a common RS configuration for both BFD and BFR.
Observation 3: The legacy BFD is potentially to be replaced by AI/ML based BF event prediction, or at least being simplified by only measuring a few beam samples.
Observation 4: The prediction on both BF event and candidate beams for BFR will fully utilize the capability of AI/ML model.
Proposal 1: Conventional P1/P2/P3 approach to beam pairing/refinement can be simplified by AI/ML beam prediction to two phases.
· FFS: If the AI/ML model in P1 is able to predict the DL-Tx-Rx beam pairs, only one phase is required for beam pairing as the Rx beam selection is also acquired in P1.
Proposal 2: Study to use AI/ML based beam prediction to maintain the candidate beam list for BFR.
Proposal 3: Study to integrate the RS configuration and measurement configuration of BFD and BFR under a unified AI/ML based framework.
Proposal 4: Study to evolve the BFD to BF event prediction while using temporal beam prediction to find the candidate beams for BFR.
Proposal 5: Measurement patterns for AI/ML beam management should be designed for spatial domain beam prediction, and should consider both the fixed regular and random patterns.
Proposal 6: The following enhancement on the TCI framework should be considered to support the AI/ML BM.
· Additional TCI state ID dedicated for AI/ML BP should be introduced.
· New QCL types is indicated in TCI state to associate the RS sets corresponding to Set A and Set B beams. 
· At least for BM-Case2, timing information related to different predicted beams should be configured to the UE using RRC signaling, e.g., included in the TCI state information.
Proposal 7: The following enhancement on the beam management report should be considered.
· Alt. 1 Indicating the model type and/or a bitmap to indicate the selected report quantities.
· Alt. 2 Indicating the model type and/or the report type to indicate the selected report quantities.
Proposal 8: The report for AI/ML BP may include L1-RSRP and/or post processed RSRP.
Proposal 9: RAN1 should consider the following enhancement on the report of AI/ML beam management.
· For overhead reduction purpose, study the quantization of report quantities, starting from the enhancement on the RSRP quantization.
· Study the two-stage report mechanism using both PUCCH and PUSCH. 
Proposal 10: For BM-Case2, the following overhead reduction approach can be considered.
·  The report may be split into multiple groups for latency and overhead reduction, FFS the splitting rule and collision control mechanism.
· The selection of predicted beams in the report can be indicated by a reference beam plus a bitmap indicating the appearance of predicted beams within the neighbourhood.
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