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Introduction
The first objective of the WID entitled “Non-Terrestrial Networks (NTN) for NR Phase 3” describes the scopes of downlink coverage enhancements [1]. RAN1 made multiple agreements related to this objective during the last two RAN1 meetings [2], [6]. In this contribution, we further provide our views on evaluation scenarios, assumptions and methodology, and link-level evaluation results based on the assumption made so far.

Discussion
2.1 System-level evaluation scenarios, methodology and results
RAN1 defined three scenarios for Set1 in FR1 for the DL coverage study, which referred to as Set1-1 FR1, Set1-2 FR1 and Set1-3 FR1 [2] and the additional reference satellite parameters defined under each set are summarized in the following Tables. 
[bookmark: _Ref162602866]Table 1. Additional reference satellite parameters for LEO 600 km Set1-1 FR1.
	LEO600km Set1-1 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size (Note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	34

	Payload Total DL power level (dBW)
	31.24

	Aggregated EIRP (Total) (dBW)
	61.24*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	41

	Total number of beam footprints***
	1058

	Total number of simultaneously active beams **
	106

	% simultaneously active beams**
	10.02 %

	*Note: EIRP limit is 61.24 dBm for the reference configuration. 
**Assuming 100 % Resource Block utilization within the same beam at max power. Absolute number of simultaneously active beams is up to 212 (due to limitation of RF) 
*** For a constellation design at 600km with low elevation angle with 30° and selected (i.e Set 1 parameters) beam size
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies.



Table 2. Additional reference satellite parameters for LEO 600 km Set1-2 FR1.
	LEO600km Set1-2 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size (note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	34

	Payload Total DL power level (dBW)
	23

	Aggregated EIRP (Total) (dBW)
	53*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	41

	Total number of beam footprints
	1058

	Total number of simultaneously active beams**
	16

	% simultaneously active beams**
	1.5 %

	*Note: EIRP limit is 53 dBm for the reference configuration. 
**Absolute number of simultaneously active beams is up to 16 (due to limitation of RF)
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies



Table 3. Additional reference satellite parameters for LEO 600 km Set1-3 FR1.
	LEO600km Set 1-3 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size (note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	26

	Payload Total DL power level (dBW)
	23.24

	Aggregated EIRP (Total) (dBW)
	53.24*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	33

	Total number of beam footprints
	1058

	Total number of simultaneously active beams**
	106

	% simultaneously active beams**
	10.02 %

	*Note: EIRP limit is 53.24 dBm for the reference configuration. 
**Absolute number of simultaneously active beams is up to 212 (due to limitation of RF)
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies



Beam layout 
	Agreement
For NR NTN Rel-19 DL coverage evaluation, Beam layout defined in Table 6.1.1.1-4 in TR 38.821 can be reused.
· Using other beam layouts is not precluded, and should be reported by companies



Additionally, RAN1 also made an agreement to reuse the beam layout defined in Table 6.1.1.1-4 in TR 38.821 while the using of other beam layouts is not precluded and reported by companies for the Rel-19 DL coverage evaluations. Specifically, hexagonal mapping of the beam bore sight directions on UV plane are defined and based on the beam layout definition in UV plane and the satellite location, one can obtain the beam layout plot on earth by applying the right transfer functions (cf. Annex A). The straight line being orthogonal to UV plane is pointing towards the Earth centre and UV coordinates of the nadir of the reference satellite is (0,0). The 3-dB contour radius in UV plane  with . The baseline inter-beam distance or adjacent beam spacing (ABS) on UV plane is computed based on the 3-dB beam width of the satellite antenna pattern as .  The hexagonal cell area as function of is  , which can be expressed in terms of ABS as . 
At this point we will make some comments with respect to the above-mentioned baseline beam layout based on the UV plane, which is then projecting onto the earth. While the distance between adjacent beams is constant in the UV plane, this is not true in the X-Y-Z coordinate system. In the 3D cartesian system, beams will keep increasing their spacing when moving outwards from the nadir point, which leads to the following issues:
· There is a limit on the number of hexagonal tiers that can be deployed based on the UV plane. When increasing the number of spot beam tiers, and depending on the configured ABS, the UV coordinates of the deployed cells will be assigned values beyond the circle that represents the set of directions that intersects the Earth. For instance, with   (i.e., beam size of 50 km), satellite footprint within 30° elevation angle corresponds to 1058 cells. When the cell centres in the UV plane are projected onto the earth, only 627 out of 1058 cell centres are intersecting with the Earth’s surface, which is illustrated in Figure 1. However, only 627 cells will be intersecting with the Earth’s surface. This means that the complete coverage area of the satellite footprint may not be deployed in the simulations.  Additionally, though equal beam spacing is considered in the UV plane, the cell spacing projected onto the Earth’s surface becomes larger as beyond nadir point. Hence, inter beam interference may not accurately reproduced as in the case of equidistance cell placement. 

[bookmark: _Ref163133146][bookmark: _Toc166274806]The adopted UV plane is not a fitting methodology to allow an accurate inter-beam interference calculation, nor a placement of high number of spot beam tier layouts.

[image: ]
[bookmark: _Ref163206900]Figure 1. Visualizations of the cell center placement on the Earth’s surface illustrating the issues mentioned in Observation 1.

Next, we discuss the issues by coupling the beam spacing to the configured beam width in the definition of ABS, i.e., :
· The number of cells within the coverage area of the satellite is pre-determined. This is because there is no freedom of increasing or decreasing the ABS without modifying the HPBW. Since HPBW is a fixed configuration parameter (e.g., see Table 1), so is ABS. This is problematic because e.g., a configuration of a small beam width will directly imply a large number of cells within the coverage area of the satellite. 
· The interference level of two adjacent cells at the cell edge is pre-determined. This means that any system optimization does not have the freedom to optimize the SNR/SIR relationship by modifying the spacing between spot beams as this is a fixed parameter coupled to the HPBW. 

[bookmark: _Toc166274807]The adopted ABS definition couples the satellite antenna beam width, which is a fixed simulation configuration, with the ABS. As an effect, the system cannot be optimized in terms of number of beam footprints within the satellite coverage area and SNR/SIR balancing. 

Alternatively, one can also increase ABS by keeping the same HPBW, which is the approach considered in our evaluations. Note in this case, the antenna gain from both intended and unintended satellite beams at the cell-edge is decreased. 
If one increases the ABS by   then the hexagonal cell area increases by . Therefore, by increasing the ABS, one can reduce the number of cells falling inside the region of interest and hence reduces the number of satellite beam footprints to cover the same area. 
[bookmark: _Toc166274808]If one increases the ABS by , then the hexagonal cell area increases by  in the UV plane. Then, the number of satellite beam footprints required to provide the coverage to the specific region of interest can be decreased by increasing the ABS in the UV plane.
The ABS can be increased either by increasing the HPBW or directly increasing the factor of . We consider the latter option in the following, specifically, 
 	(Eq. 1)
which corresponds to the increased contour radius in the UV plane.
For Set-1 LEO-600, 3dB beamwidth (HPBW) of 4.4127 deg gives  and in the UV plane. The corresponding central hexagonal cell area is 0.0039 in the UV plane. This translates to the hexagonal cell radius of 25 km (equivalently, satellite beam diameter of 50 km) on the earth.
For instance, if we set   and  in (Eq. 1), then  and , respectively, which translate to the hexagonal cell radius of 35.35 km and 43.3 km, respectively, (equivalently, satellite beam diameter of 70.7 km and 86.6 km) on the earth. Due to this increased , the number of hexagonal cells falling inside the specific region of interest is reduced by 2 and 3, respectively, compared to the baseline ABS. It is worth to mention that in this case the antenna gain from both intended and unintended satellite beams at the cell-edge is decreased and the corresponding impact on the coverage is studied by means of the CDFs of geometry SNR, SIR, and SINR.
[bookmark: _Toc166275169]RAN1 to consider beam layout with at least one increased value of ABS (e.g., 0.1157, equivalently, beam size of 86.6 km) in addition to the baseline ABS of 0.0668 (equivalently beam size of 50 km) with the same HPBW.
Geometry SNRs, SIRs and SINRs
In this section, we consider the baseline schemes such as frequency reuse factor (FRF) = 1 and FRF = 3, which are widely studied throughout the previous releases of NR-NTN. Additionally, the “beam hopping technique” resembles a scheme that turns ON-and-OFF beams strategically within the satellite footprint, i.e., at a specific time, beams in one beam hopping pattern are active whereas the beams associated with other beam hopping patterns are inactive. There can be different “beam hopping” variants/strategies:
· In one variant of this technique, time is equally allocated for each beam hopping pattern agnostic e.g., to the traffic demands, and assumes that the transmission of common channels and signals associated with mandatory system information is respected.
· In another variant of this technique, time is nonuniformly allocated across beam hopping patterns, subject e.g., to the traffic demands. A beam hopping pattern corresponding to the larger traffic demands gets more active time and again subject to the transmission of common channels and signals associated with mandatory system information.
Specifically, we consider the former one, i.e., beam hopping (BH) with equal time reuse factor (TRF) = 3.
All these schemes are studied with baseline ABS and as well as with ,  and .
[image: ]
Figure 2. Illustration of beam hooping technique (TRF =3) and frequency reuse technique (FRF = 3)
The channel bandwidth and maximum transmission bandwidth play an important role on the coverage enhancements techniques. When assuming a 5 MHz channel bandwidth (CBW), the maximum transmission bandwidth is 25 PRBs, which in our understanding has different implications on the “Frequency Reuse” and “Beam Hopping” techniques, for example: 
· FRF-3: In this case there is a number of beams associated to “Frequencies 1, 2, and 3” respectively, meaning the 25 PRBs corresponding to the maximum transmission bandwidth would be split into three spectrum portions of e.g., 8 PRBs for each of the “Frequencies 1, 2, and 3”. The splitting of the maximum transmission bandwidth is foreseen to impose some limitations on the “Frequency Reuse” technique at least for initial access, since at least 20-PRBs are needed to transmit the SS/PBCH block. This means that for FRF-3, likely a channel bandwidth of 15 MHz would be required as to split the maximum transmission bandwidth of 79 PRBs into three spectrum portions of e.g., 25 PRBs where the SS/PBCH block can fit. Also in Table 1 the maximum bandwidth indicated is per beam and that does not mean the total channel bandwidth available 5 MHz and it is reasonable to consider CBW of 15 MHz, which provides the maximum transmission bandwidth of 5 MHz for the beams operating on each spectrum portion. Therefore, In the evaluations that follow, we consider the maximum transmission bandwidth of 25 PRBs of 5 MHz.
· BH with TRF-3: In this case there is a number of beams associated to “beam hopping patterns A, B, and C” respectively, where 25 PRBs become available for transmission at a specific time for each of the beams in “beam hopping pattern A” whereas beams associated to “beam hopping patterns B and C” are inactive, thereafter at a second specific time the 25 PRBs become available for transmission for each of the beams in “beam hopping pattern B” whereas beams associated to “beam hopping pattern C and A” are inactive, and so on in a cyclic fashion. Overall, the full maximum transmission bandwidth is available for each of the active beam. In the evaluations that follow, we consider the transmission bandwidth of 5 MHz.
Shown in Figure 3  are the CDFs of geometry SNR for FRF = 1, FRF = 3 as well as for beam hopping (BH) with time reuse factor (TRF) = 3. We adopt beam layout with different values of  ,  and . As can be seen in the Figure, the dynamic range of SNR increases with the increase of beam size as the serving link range increases compared to that of .
Next, The CDFs of geometry SIR for FRF = 1, FRF = 3 and BH with TRF = 3, with different values of  ,  and  are presented in Figure 4 while the corresponding SINRs are presented in Figure 5. For FRF=1,  or  provides reduced interference level and hence SIR improves. If we compare the curves of ,  and  for FRF=3/TRF=3, the user locations in the cell interior part experience reduced interference and hence the corresponding SIR increases while the user locations in the cell exterior part experience reduced signal level due to the large link range, and hence marginal decrease in the SIR (though the aggregate interference level also reduces as the interfering link distances increase). Overall, the SIR improves with increased . 

[image: ] 
[bookmark: _Ref162895846][bookmark: _Ref162895842]Figure 3. CDFs of the downlink geometry SNR for FRF = 1, FRF = 3 and BH with TRF = 3. Beam layouts with  ,  and with  are considered.

[bookmark: _Toc166274809]For FRF = 1, larger ABS with the same HPBW reduces the aggregate interference and hence improves the downlink SINR in majority UE locations (excluding the cell-edge users), while marginally decreasing the SINR for the cell-edge users.
[bookmark: _Toc166274810]For FRF = 3 and BH with TRF = 3, larger ABS with the same HPBW reduces interference and hence improves the downlink SINR in a limited number of UE locations (i.e., around the cell center), while reducing the SINR for majority UE locations, including the cell-edge users. 
[bookmark: _Toc166275170]RAN1 to discuss the baseline techniques such as FRF = 1 and FRF = 3 while comparing the performance of beam hopping technique in the downlink coverage enhancements and the specification impact point of view.

[image: ]
[bookmark: _Ref162895872]Figure 4. CDFs of the downlink geometry SIR for FRF = 1, FRF = 3 and BH with TRF = 3. Beam layouts with  ,  and with  are considered.
[image: ]
[bookmark: _Ref162896871]Figure 5. CDFs of the downlink geometry SINR for FRF = 1, FRF = 3 and BH with TRF = 3. Beam layouts with ,  and with  are considered.

Considerations for beam hopping  
As part of the WID objective, i.e., DL coverage enhancement, system-level or link-level enhancement that is considered shall aim to improve the coverage across the satellite footprint. If we inspect the scenarios considered in Sets 1-1, Set 1-2 and Set 1-3, simultaneous active beams are 10.02%, 1.5% and 10.02%, respectively, which determines the fraction of area that can be served under the satellite footprint. One way to increase the fraction of coverage area is to increase the number of simultaneous active beams. However, due to the power budget and number of RF chains available at the satellite payload, the number of active beams can’t be increased beyond certain limit. This eventually leads to the utilization of beam hopping, which is discussed in the previous sections. 
For instance, consider Set 1-1. If a beam pattern consists of distinct 10% of beams is activated each time instance to provide the coverage on the earth, then it requires total 10-time instances to cover the whole satellite footprint, i.e., TRF = 10. After completing one such round, the first beam pattern gets its turn to serve again. The time involved between two instances a beam in a specific beam pattern being active is called revisit time, Trevisit, which is limited by the timeline constraints imposed by the 5G NR common signals (e.g., SSB, SIB1, SIB19, etc.) that facilitate the UE to access the network.  For instance, the UEs in IDLE mode are expected to receive SSB once every 20 msec.  If we base this as a revisit time interval, each beam in a beam pattern can only get 2 msec interval to be active, called dwell time, Tdwell. Such a short interval of dwell time will not be sufficient to meet the traffic demands in each cell illuminated by a beam. One can propose to relax the periodicity of SSB in this context of Rel-19 coverage enhancement so that Trevisit can be increased and hence Tdwell. Additionally, there are timelines associated with the other common signals need to be accounted here. Altogether, this is not straightforward and may involve significant specification impact. Furthermore, RAN1 need to study first the impact on the legacy UEs by such changes to the periodicity of common signals.
Alternatively, one can combine the beam hopping with the judicious selection of the beam size such that required TRF can be reduced to cover the satellite footprint. This allows to increase the Tdwell for a given Trevisit. For instance, if we consider a beam layout with  and  in , then the total number beam footprints are about 529 and 353 and the required TRFs are 5 and 3 (excluding 36 beam footprints). The corresponding Tdwell are about 4 msec and 7 msec (for one pattern 6 msec). Therefore, larger ABS allows to reduce the required TRF which in turn yields increased Tdwell for a given Trevisit in the context of beam hopping. 
[bookmark: _Toc166274811]Larger ABS allows to reduce the required time reuse factor which in turn yields increased beam illumination ON-time for a given Trevisit in the context of beam hopping. 
[bookmark: _Toc163212241][bookmark: _Toc166275171]RAN1 to consider beam layout with larger ABS without increasing the HPBW in the system-level evaluations of the downlink coverage enhancements study.
[bookmark: _Toc166275172]RAN1 aim to consider the low or moderate time reuse factors (that allows reasonable Tdwell) in the context of beam hopping to limit the specification impact.
The system-level evaluations, including the simulations for calibration, in the previous releases consider a certain number of UEs are uniformly distributed within each NTN cell [5]. Compared to terrestrial cells, NTN cells are much larger and the UE placement in the cells follows the population distribution of the corresponding service area, which can change within/across cells. Also, the uniform density of the UEs across cells may not be able to represent the traffic imbalance situations among NTN cells, e.g., cell with large population may have large traffic demands. To obtain the relevant numbers for Trevist and Tdwell and consequently assess the benefits of beam hopping in terms of the other KPIs such as traffic satisfaction, it is important to revest the UE distribution to account for abovementioned aspects in the system-level evaluations.
[bookmark: _Toc166274812]The existing UE distribution model does not reflect the expected NTN deployment in terms of cell user density, cell population/traffic imbalance.
[bookmark: _Toc166275173]RAN1 to revisit the UE distribution model to reflect the relevant NTN deployment aspects, including the non-uniformity of the traffic distribution in system-level evaluation of beam hopping.

Considerations on SSB for Beam Hopping

First, we would like to recall a legacy cell search procedure described in Clause 4.1 Cell Search of TS 38.213:
	For initial cell selection, a UE may assume that half frames with SS/PBCH blocks occur with a periodicity of 2 frames.



If beam hopping for NR-NTN is designed with a periodicity longer than 2 frames, i.e., 20 ms, then there will be an specification impact on the above cited clause, and a side effect on the operation of legacy UEs accessing the cell, which assume by default a 20 ms periodicity for SSB during the initial access. This in turn may create for the beam hopping NTN cells using an SSB periodicity longer than 20 ms, the issue of being non-backward compatible for the legacy UEs when accessing such beam hopping cell. Recall that in this case, we cannot rely on the UE reporting its capability about supporting an SSB periodicity larger than 20 ms, since the capability is known at the gNB after the initial access.
Having said that, first it is important to analyse to what extent the beam hopping can be supported with the default SSB periodicity of 20 ms during initial access. To do this, we investigate different system configurations applying combination of frequency reuse and beam hopping with lower time reuse factor as well as the beam layout with larger ABS without increasing the HPBW. Recall that larger ABS without increasing HPBW mainly allows to logically map the UEs in the satellite coverage region to the beam footprints (equivalently, to NR-NTN cells) in a transparent manner without any impact on the specifications and hence no impact to the legacy UEs accessing the cell. 
At this point, we also recall the RAN1#116 agreement that is useful in the analysis:
	Agreement
RAN1 to consider the following performance metrics for DL Coverage enhancement evaluation at system level:
At least:
· CDF of the received SINR
· The dwell time and revisit time interval for each beam illumination across the coverage
· Periodicity of common control channels (e.g. SSB, CORESET0/SIB1, SIB19) and corresponding coverage ratio

Other metrics may be reported such as
· CDF of the cell throughput
· CDF of user perceived throughput (UPT)
· CDF of Latency
· Ratio of mean served cell throughput and offered cell throughput, denoted by 𝜌 (refer to TR36.889)

For system level study based on analytical evaluation:
· N1 beam footprints are in state “off”
· These beam footprints are not served by any signal (no satellite service in this area)
· N2 beam footprints are in state “common messages only”
· These beam footprints do not have any active user traffic, and are served the necessary information for cell discovery and initial access.
· Optionally, companies may consider user arrival (e.g. RACH access) in this type of cell, and should describe how this is taken into account in the analytical evaluation
· N3 beam footprints are in state “active traffic” 
· These beam footprints have X active (e.g. VoNR) users each.
· These beam footprints are also served the necessary information for cell discovery and initial access
· N1 + N2 + N3 = “Total number of beam footprints “ 
· N1, N2, N3, X are to be reported by companies.
· Resource utilization obtained under the assumptions above is to be reported by companies.
Other assumptions made in the evaluation are to be reported by companies, e.g. power sharing scheme, beam hopping scheme, etc.



Beam layout configuration 1: Beam layout with , which requires 1058 beam footprints to cover the satellite footprint within the 30° elevation angle. In practice, the traffic distribution is non-uniform, and it is reasonable to assume certain parts of the area may not have the users and no traffic demands for NTN service, corresponding to the beam footprints are in state “OFF”. Specifically, we assume that N1 = 210 beam footprints are in state “off” on average, i.e., around 20% of the total beam footprints. If 106 beam footprints can be simultaneously active, then the required time reuse factor is 8 to support N2+N3 = 848 beam footprints. This allows for dwell time and revisit time intervals for each beam illumination as 2.5 ms and 20 ms, respectively. 
It's also mentioned in the assumptions of Set 1-1 that absolute number of simultaneously active beams is up to 212 (due to limitation of RF). If this is feasible to support 212 beams, then one can also consider a carrier bandwidth of 10 MHz utilized in frequency reuse factor = 2 with maximum bandwidth per beam as 5 MHz, which is in line with the assumptions of Set 1-1. In such case, a set of 106 beam footprints can be operated in one frequency while the other set of 106 beam footprints can be operated on another frequency. Then, the required time reuse factor is 4 to support N2+N3 = 848 beam footprints. This allows for dwell time and revisit time intervals for each illumination as 5 ms and 20 ms, respectively. Therefore, in practice, one can expect dwell times in between 2.5 ms and 5 ms for each illumination when the revisit time is 20 ms.
Beam layout configuration 2: Beam layout with , which requires 529 beam footprints to cover the satellite footprint within the 30° elevation angle. Again, we assume that N1 = 105 beam footprints are in state “off” on average, i.e., around 20% of the total beam footprints.  If 106 beam footprints can be simultaneously active, then the required time reuse factor is 4 to support N2+N3 = 424 beam footprints. This allows for dwell time and revisit time intervals for each beam illumination as 5 ms and 20 ms, respectively. 
Again, by considering 212 active beams with frequency reuse factor = 2, the required time reuse factor is 2 to support N2+N3 = 424 beam footprints. This allows for dwell time and revisit time intervals for each beam illumination as 10 ms and 20 ms, respectively. In this beam layout configuration 2, one can expect dwell times in between 5 ms and 10 ms for each illumination when the revisit time is 20 ms.
Beam layout configuration 3: Beam layout with , which requires 353 beam footprints to cover the satellite footprint within the 30° elevation angle. Again, we assume that N1 = 35 beam footprints are in state “off” on average, i.e., around 10% of the total beam footprints.  If 106 beam footprints can be simultaneously active, then the required time reuse factor is 3 to support N2+N3 = 318 beam footprints. This allows for dwell time and revisit time intervals for each beam illumination as 6.67 ms and 20 ms, respectively. 
Again, by considering 212 active beams with frequency reuse factor = 2, the required time reuse factor is 1.66 to support N2+N3 = 424 beam footprints. This allows for dwell time and revisit time intervals for each beam illumination as 12 ms and 20 ms, respectively. In this case, dwell times in between 6.67 ms and 12 ms for each beam illumination can be expected when the revisit time is 20 ms.
We summarize the comparison of different beam layout configurations discussed above in terms of their achievable dwell times in Table 4 for the specific revisit time of 20 ms. 
[bookmark: _Ref165861995]Table 4. Comparison of dwell times for different beam layout configurations when the revisit time = 20 ms.
	System parameter
	System configuration

	
	Beam lay out with  (i.e., ~ 50 km beam size) + frequency reuse factor = 2
	Beam lay out with  (i.e., 70.7 km beam size) + frequency reuse factor = 2
	Beam lay out with  (i.e., and 86.6 km beam size) + frequency reuse factor = 2

	Total number of beam footprints 
	1058
	529
	353

	(N1, N2+N3)
· N1 beam footprints are in state “off”.
· N2 beam footprints are in state “common messages only”.
· N3 beam footprints are in state “active traffic” 
	(210, 848)
	(105, 424)
	(35, 318)

	Fraction of area not in service
	20%
	20%
	10%

	Dwell time
	2.5 ms to 5 ms
	5 ms to 10 ms
	6.67 ms to 12 ms

	Revisit time
	20 ms
	20 ms
	20 ms

	SSB periodicity
	20 ms
	20 ms
	20 ms



Below we provided an example of the Beam Hopping technique using an SSB periodicity of 20ms, showing the presence of downlink and uplink physical channels and signals across different slots (encompassing initial access and PRACH procedure).
[image: ]
a) Slots 1 to 50 (time progression continues below)
[image: ]
b) Slots 51 to 100 (time progression continues below)

[image: ]
c) Slots 101 to 150 (time progression of this example finalizes)
Figure 6. Example of the BH technique using an SSB periodicity of 20ms, showing the presence of downlink and uplink physical channels and signals across different slots. In this example, beam hopping with time reuse factor 2 is considered with two beam footprints are covering two cells. Specifically, for the readability purposes, total 150 slots are partitioned such that slots 1 to 50, slots 51 to 100, and slots 101 to 150 are illustrated in a), b) and c), respectively. 

[bookmark: _Toc166274813]It is possible to keep using the legacy 20ms SSB periodicity for performing a Beam Hopping based scheduling, while guaranteeing the transmission of physical channels and signals required to be transmitted during initial access (SSB, SIB1, SIB19, TRS, CSI-RS) and at least msg1 and msg2 of the RACH procedure.
[bookmark: _Toc166274814]Using an SSB supporting longer than 20ms for perfoming a Beam Hopping based scheduling will result in a specification impact (i.e., according to TS 38.213 clause 4.1, during initial access UEs assume an SSB periodicity of 20ms). A modification on this procedure is foreseen to impact legacy UEs which may not be able to access an NTN Beam Hopping cell supporting an SSB periodicity longer than 20ms during initial access.
[bookmark: _Toc166275174]At least the legacy SSB periodicity of 20ms during initial access is supported for Beam Hopping.
[bookmark: _Toc166275175]If SSB periodicities longer than 20ms during initial access are intended to be supported, then the following aspects shall be studied:
· [bookmark: _Toc166275176]Specification impacts
· [bookmark: _Toc166275177]Backward compatibility with legacy UEs
· [bookmark: _Toc166275178]Sync-raster
· [bookmark: _Toc166275179]MIB periodicity
· [bookmark: _Toc166275180]PBCH combining
· [bookmark: _Toc166275181]Performance Loss/Gain.
Link-level evaluation
The WID objective for DL coverage enhancement includes the following guidelines to be considered:
	· Notes for this objective:
· SSB channel enhancement is not considered
· Antenna gain of UE shall be assumed to be -5.5dBi in case of smartphone in FR1-NTN, the UE is assumed to be a full duplex UE, and at least 2Rx are considered at the UE
· NGSO to be considered in priority: LEO Set-1 @ 600 km
· Rel-18 network energy saving techniques should be considered as baseline in the system level study



We recall the observation made in the last RAN1#116-bis meeting for the CNRs, i.e.,
	Observation
The CNRs for the satellite payload parameters Set 1-1, Set 1-2 and Set 1-3 are equal to -1.9 dB, -1.9 dB and -9.9 dB respectively.



Since as per the WID there is no enhancement considered for SSB and given detecting SSB is essential for initial access, we first consider evaluating the link budget of SSB, which can serve as a reference point for other physical channels and signals that are subsequently transmitted in the DL.
Assumptions for link level simulations
We consider the following assumptions for link-level simulations based on the agreements made in the RAN1#116-bis meeting:
	Agreement
For coverage evaluation of PDCCH in NR NTN, the following table is assumed:

	Parameter
	Value

	Number of UE receive chains
	2 for 2GHz

	Aggregation level
	8

	Payload
	40 bits

	CORESET size
	2 symbols, 24 PRBs

	Tx Diversity 
	Reported by companies

	BLER
	1% BLER
optional for 10% BLER

	Number of SSB for broadcast PDCCH of Msg.2
	Reported by companies

	Other parameters
	Reported by companies



Agreement
For coverage evaluation of PDSCH in NR NTN, the following table is assumed:

	Parameter
	Value

	BLER
	For low data rate service, w/ HARQ, 10% iBLER; w/o HARQ, 10% iBLER.
For VoIP, 2% rBLER.

	Waveform
	CP-OFDM

	Number of UE receive chains
	2 for 2GHz

	HARQ configuration
	Whether/How HARQ is adopted is reported by companies.

	DMRS configuration
	3 DMRS symbols is used for PDSCH of Msg.2.
For 3km/h: Type I, 1 or 2 DMRS symbol, no multiplexing with data.
PDSCH mapping Type, the number of DMRS symbols and DMRS position(s) are reported by companies.

	PRBs/TBS/MCS for data rate service
	Any value of PRBs, and corresponding MCS index, reported by companies will be considered in the discussion. 
TBS can be calculated based on e.g. the number of PRBs, target data rate, frame structure and overhead.
24 PRBs for SIB1 and SIB19

	PRBs/MCS for VoIP
	Any value of PRBs reported by companies will be considered in the discussion.
QPSK

	PDSCH duration
	12 OS

	Payload size for PDSCH of Msg.2
	72 bits

	Payload size for PDSCH of SIB1
	FFS

	Payload size for PDSCH of Msg.4
	1040 bits

	Payload size for PDSCH of SIB19
	FFS

	Other parameters
	Reported by companies.



Agreement
For coverage evaluation of PDSCH in NR NTN, the following payload sizes for PDSCH are assumed:

	Payload
	value

	Payload size for PDSCH of SIB1
	Option 1: 800 bits 
Option 2: 1280 bits

	Payload size for PDSCH of SIB19
	616 bits



Note: At least the above values are simulated and reported. Other values can be considered.
Note: the values above are not the TBS.



Along with the above settings, the other parameter settings applied in the link-level simulations are indicated below:
· For PDSCH Msg 2: DMRS configuration is set to 3-symbol DMRS and MCS-0 with 12 PRBs and TB scaling factor of 0.25 is applied.
· For PDSCH Msg 4: DMRS configuration is set to 2-symbol DMRS and MCS-1 with 42 PRBs and TB scaling factor of 0. 5 is applied.
· For PDSCH SIB1: DMRS configuration is set to 2-symbol DMRS and MCS-4/1 with 24 PRBs and TB scaling factor of 0. 25/1 is applied for payload size 800/1280 bits, respectively. Frequency drift = 0.27.
· For PDSCH SIB19: DMRS configuration is set to 2-symbol DMRS and MCS-1 with 24 PRBs and TB scaling factor of 0. 5 is applied. Frequency drift = 0.27.
 
Link margins for downlink channels
The required SNR to meet the BLER target of each physical channel/signal is determined by means of the link-level simulations under the settings summarized the previous subsection. The SNR gap with respect to the CNR is also computed for each physical channel/signal and summarized in Table 6 for Set 1-1, Set 1-2 and Set 1-3. Specifically, the required SNR to meet the BLER target of 1% when 4 combinations of SSBs, each with a periodicity of 20 ms processed is found to be -11.3 dB. As can be seen in Table 6, all the physical channels and signals meet the link budget requirements for Set 1-1 and Set 1-2. However, there exist some gap between the coverage of physical channels PDCCH and PDSCH and the coverage of SSB. Specifically, the coverage gap for PDCCH w.r.t SSB is about 6.5 dB while the coverage gap for PDSCH w.r.t SSB is in the range 0.1 to 6.1 dB, depending on the message carried on the channel. 
On the other hand, for Set 1-3, SSB and PDSCH Msg2 can only meet the link budget requirements while link budget requirements are not satisfied for PDCCH and PDSCH Msg4, PDSCH SIB1 and PDSCH SIB19. As there are multiple cases of PDSCH and PDCCH suffer from the coverage requirements to meet the BLER target, it is worth to revisit the settings of Set 1-3 or to prioritize Set 1-1/1-2 in the study.

[bookmark: _Toc163244494][bookmark: _Toc166275182]Given that multiple cases of PDSCH and PDCCH suffer from the coverage requirements to meet the BLER target under the settings of Set 1-3, RAN1 to revisit the settings of Set 1-3 or to prioritize Set 1-1/1-2 in the study.

[bookmark: _Ref166022055]Table 6. Summary of link-level evaluations, including the required SNR to meet the target BLER as well as the gap with respect to CNR.
	Company
	Channel/signal
	Payload size (bits)
	Required SNR (dB) to meet the BLER target
	2Rx
	Comment (note 1)

	
	
	
	
	Gap (dB) = required SNR-CNR
	

	
	
	
	
	Set1-1 &
   Set 1-2
CNR -1.9 dB 
	Set1-3
 
CNR -9.9 dB
	

	Ericsson
	SSB of period 20 ms  (4 combinations)
	
	-11.3
	-9.4
	-1.4
	BLER Target 1%

	
	PDSCH Msg2
	72 
	-11.2
	-9.3
	-1.3
	iBLER Target 10%

	
	PDSCH Msg4
	1040
	-7.8
	-5.9
	2.1
	iBLER Target 10%

	
	PDSCH SIB1 (Opt 1)

	800
	-6.2
	-4.3
	3.7
	iBLER Target 10%

	
	PDSCH SIB1 (Opt 2)

	1280
	-4.9
	-3.0
	5.0
	iBLER Target 10%

	
	PDSCH SIB19
	616
	-6.8
	-4.9
	3.1
	iBLER Target 10%

	
	PDCCH
	40
	-4.8

	-2.9
	5.1
	iBLER Target 1%





[bookmark: _Toc163212237][bookmark: _Toc163212238][bookmark: _Toc166274815]For Set 1-1 and Set 1-2, SSB, PDCCH and PDSCH meet the requirements of the link budget in terms of the BLER target. The coverage gap for PDCCH w.r.t SSB is about 6.5 dB while the coverage gap for PDSCH w.r.t SSB is in the range 0.1 to 6.1 dB, depending on the type of message carried on the channel. 

[bookmark: _Toc166274816]For Set 1-3, only SSB and PDSCH Msg 2 meet the link budget requirements and the other channels, including PDCCH, PDSCH Msg 4, PDSCH SIB1 and PDSCH SIB 19, could not meet the requirements.
Conclusion
In the previous sections we made the following observations: 
Observation 1	The adopted UV plane is not a fitting methodology to allow an accurate inter-beam interference calculation, nor a placement of high number of spot beam tier layouts.
Observation 2	The adopted ABS definition couples the satellite antenna beam width, which is a fixed simulation configuration, with the ABS. As an effect, the system cannot be optimized in terms of number of beam footprints within the satellite coverage area and SNR/SI balancing.
Observation 3	If one increases the ABS by , then the hexagonal cell area increases by  in the UV plane. Then, the number of satellite beam footprints required to provide the coverage to the specific region of interest can be decreased by increasing the ABS in the UV plane.
Observation 4	For FRF = 1, larger ABS with the same HPBW reduces the aggregate interference and hence improves the downlink SINR in majority UE locations (excluding the cell-edge users), while marginally decreasing the SINR for the cell-edge users.
Observation 5	For FRF = 3 and BH with TRF = 3, larger ABS with the same HPBW reduces interference and hence improves the downlink SINR in a limited number of UE locations (i.e., around the cell center), while reducing the SINR for majority UE locations, including the ell-edge users.
Observation 6	Larger ABS allows to reduce the required time reuse factor which in turn yields increased beam illumination ON-time for a given Trevisit in the context of beam hopping.
Observation 7	The existing UE distribution model does not reflect the expected NTN deployment in terms of cell user density, cell population/traffic imbalance.
Observation 8	It is possible to keep using the legacy 20ms SSB periodicity for performing a Beam Hopping based scheduling, while guaranteeing the transmission of physical channels and signals required to be transmitted during initial access (SSB, SIB1, SIB19, TRS, CSI-RS) and at least msg1 and msg2 of the RACH procedure.
Observation 9	Using an SSB supporting longer than 20ms for perfoming a Beam Hopping based scheduling will result in a specification impact (i.e., according to TS 38.213 clause 4.1, during initial access UEs assume an SSB periodicity of 20ms). A modification on this procedure is foreseen to impact legacy UEs which may not be able to access an NTN Beam Hopping cell supporting an SSB periodicity longer than 20ms during initial access.
Observation 10	For Set 1-1 and Set 1-2, SSB, PDCCH and PDSCH meet the requirements of the link budget in terms of the BLER target. The coverage gap for PDCCH w.r.t SSB is about 6.5 dB while the coverage gap for PDSCH w.r.t SSB is in the range 0.1 to 6.1 dB, depending on the type of message carried on the channel.
Observation 11	For Set 1-3, only SSB and PDSCH Msg 2 meet the link budget requirements and the other channels, including PDCCH, PDSCH Msg 4, PDSCH SIB1 and PDSCH SIB 19, could not meet the requirements.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN1 to consider beam layout with at least one increased value of ABS (e.g., 0.1157, equivalently, beam size of 86.6 km) in addition to the baseline ABS of 0.0668 (equivalently beam size of 50 km) with the same HPBW.
Proposal 2	RAN1 to discuss the baseline techniques such as FRF = 1 and FRF = 3 while comparing the performance of beam hopping technique in the downlink coverage enhancements and the specification impact point of view.
Proposal 3	RAN1 to consider beam layout with larger ABS without increasing the HPBW in the system-level evaluations of the downlink coverage enhancements study.
Proposal 4	RAN1 aim to consider the low or moderate time reuse factors (that allows reasonable Tdwell) in the context of beam hopping to limit the specification impact.
Proposal 5	RAN1 to revisit the UE distribution model to reflect the relevant NTN deployment aspects, including the non-uniformity of the traffic distribution in system-level evaluation of beam hopping.
Proposal 6	At least the legacy SSB periodicity of 20ms during initial access is supported for Beam Hopping.
Proposal 7	If SSB periodicities longer than 20ms during initial access are intended to be supported, then the following aspects shall be studied:
	Specification impacts
	Backward compatibility with legacy UEs
	Sync-raster
	MIB periodicity
	PBCH combining
	Performance Loss/Gain.
Proposal 8	Given that multiple cases of PDSCH and PDCCH suffer from the coverage requirements to meet the BLER target under the settings of Set 1-3, RAN1 to revisit the settings of Set 1-3 or to prioritize Set 1-1/1-2 in the study.
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Annex A
Table 6.1.1.1-4: Beam layout definition for single satellite simulation [5]
	Scenario
	Scenario A, C2 and D2

	Beam layout definition
	Baseline: Hexagonal mapping of the beam bore sight directions on UV plane defined in the satellite reference frame.
Only the 3dB beam width parameters should be used. The beam diameter and beam spacing values can be computed directly from the 3 dB beam width assumptions and should be considered as informative. 

	Number of beams
	Baseline: 19-beam layout considering wrap-around mechanism (i.e. 18 beams surrounding the central beam and allocated on 2 distinct "tiers")

	UV plane illustration (extracted from [19])
	[image: A diagram of a circle and a diagram of a circle and a diagram of a circle and a diagram of a circle and a diagram of a circle and a diagram of a circle and a diagram of

Description automatically generated]

	UV plane convention
	U axis is defined as the perpendicular line to the satellite-earth line on the orbital plane as illustrated here after:
[image: A black background with blue lines and a red line

Description automatically generated]
The straight line being orthogonal to UV plane is pointing towards the Earth centre.
UV coordinates of the nadir of the reference satellite is (0,0)

	Adjacent beam spacing on UV plane
	Baseline: Adjacent beam spacing computation based on 3dB beam width of the satellite antenna pattern:
ABS = sqrt(3) x sin(HPBW/2 [rad])

	Central beam bore sight direction definition
	Baseline: 
Case 1: Central beam center is considered at nadir point
Case 2: Central beam boresight direction computed based on elevation angle target
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