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Evaluation on AI/ML based CSI prediction

In RAN#103, modification for study objectives were agreed [1] as captured below:
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (oneUE-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 



Initial evaluation results
Performance comparison compared to Benchmark 1 & 2
Summary
   From the contribution submitted to RAN1#116bis, several companies provide their evaluation results and assumptions. The table below captures observations in their contribution. 

	Huawei
	Metric: SGCS
AI/ML backbone: 
Evaluation assumption: Observation(4/5ms), prediction(1/5ms), UE speed(60km/h), CSI feedback periodicity(5ms)
Benchmark: 1,2
Performance: 
· It outperforms nearest historical CSI with 2.5%-4% gain in terms of mean UPT and with 9%-17% gain in terms of 5% UPT.
· With the same configuration of the observation window, it outperforms non-AI/ML prediction with 2%-3% gain in terms of mean UPT and with 6%-10% gain in terms of 5% UPT.

	Vivo
	Metric: SGCS, SE
AI/ML backbone: 
Evaluation assumption: CSI feedback periodicity(5ms), Observation(10/5ms), prediction(1/5ms)
Benchmark: 1(SH), 2(AR

w/ spatial consistency
N4=1
Compared to benchmark 1, the AI-based CSI prediction method can achieve SGCS gain of 113.9% and SE gain of 75.5% in the case of spatial consistency.
Compared to benchmark 2, the AI-based CSI prediction method can achieve SGCS gain of 48.8% and SE gain of 14.8% in the case of spatial consistency.

N4=3
Compared to benchmark 2, the AI-based CSI prediction method can achieve SGCS gain of 63.6% in the case of N4=3. The SGCS gain becomes higher when predicted CSIs are compressed by Rel-18 DD codebook.

w/o spatial consistency
Compared to benchmark 1, the AI-based CSI prediction method can achieve SGCS gain of 86.5% and SE gain of 86.4% in the case of non-spatial consistency.
Compared to benchmark 2, the AI-based CSI prediction method can achieve SGCS gain of 26.6% and SE gain of 20.0% in the case of non-spatial consistency.

Performance evaluation of CSI prediction shall cover multiple speeds, e.g., from 30km/h to 120km/h.

	Intel
	Metric : SGCS, NMSE
AI/ML backbone : LSTM, 1.5k parameter
Evaluation assumption: Observation(4/5ms), prediction(1/5ms), UE speed(30km/h), CSI feedback periodicity(5ms)
Benchmark : 1(AR, p=3),2(Burg, Yule-Walker)
Performance : 
	Prediction Method
	SGCS for Layer 1
	NMSE for channel matrix (dB)

	Benchmark #1
	0.689
	0.425

	Benchmark #2 Burg
	0.876
	-8.75

	Benchmark #2 Yule-Walker
	0.861
	-1.70

	ML prediction
	0.903
	-9.97




	OPPO
	Metric: SGCS,NMSE
Evaluation assumption: Observation(4/5ms), prediction(1,2,3,4/5ms), UE speed(30km/h), CSI feedback periodicity(5ms)
Benchmark: 1(SH),2(AR, p=3)
Performance: 
	NMSE (dB)
	P=1 (5ms)
	P=2 (10ms)
	P=3 (15ms)
	P=4 (20ms)

	Sample-and-hold
	0.43
	4.13
	3.69
	1.866

	Non-AI
	-21.48
	-14.06
	-10.69
	-8.47

	AI
	-26.89
	-18.72
	-14.31
	-11.52

	SGCS
(relative gain)
	P=1 (5ms)
	P=2 (10ms)
	P=3 (15ms)
	P=4 (20ms)

	Sample-and-hold
	0.825
	0.782
	0.755
	0.747

	Non-AI
	0.974 (+18.1%)
	0.918 (+17.4%)
	0.869 (+15.1%)
	0.828 (+10.8%)

	AI
	0.992 (+20.2%)
	0.963 (+23.1%)
	0.920 (+17.5%)
	0.874 (+17.0%)



Observation 2: both non-AI and AI CSI prediction outperform sample-and-hold from the perspective of NMSE on raw channel and SGCS on CSI eigenvector.
Observation 3: AI-based CSI prediction outperforms auto-regression CSI prediction on all predicted slots.
Proposal 2: for the intermediate KPI comparison on CSI prediction, focus on SGCS performance on CSI eigenvector, instead of NMSE on raw channel.

	CATT
	[bookmark: _Ref158297457]Metric: SGCS
AI/ML backbone : convLSTM
input/output : raw channel matrix
Evaluation assumption: Observation(5/5ms), prediction(1/5ms), UE speed(30km/h,60km/h), CSI feedback periodicity(5ms), max rank=2
Benchmark: 2(AR, p=5)
Performance: 
	UE speed
	Prediction window
	Observation window
	SGCS

	
	
	
	AR based CSI prediction
	AI/ML based CSI prediction

	30km/h
	1/5ms/5ms
	5/5ms
	0.72
	0.81 (+12.5%)

	60km/h
	
	
	0.63
	0.71 (+12.7%)



Observation 2: For CSI prediction, in terms of layer 1 SGCS performance, for both UE speed of 30km/h and 60km/h, with observation window of 5/5ms and prediction window of 1/5ms/5ms, 
Compared to AR based CSI prediction (non-AI based CSI prediction), about 13% performance gain is observed with AI/ML based CSI prediction.

	Ericsson
	[bookmark: _Ref162259884]Metric: SGCS, NMSE, UPT
AI/ML backbone : transformer
Evaluation assumption: UE speed(30km/h), CSI feedback periodicity(5ms), Observation(5/5ms), prediction(N4/5ms)
Benchmark: 1(SH), 2(AR)

Table 2	Throughput gain of AI-based prediction over baseline#1 (nearest historical) and baseline#2 (non-AI prediction) with  at 20% and 50% resource utilization, at 30 km/h with observation window of 5/5ms and prediction window of /5ms/5ms.

	
	20%
	50%

	
	Mean
	5th percentile
	Mean
	5th percentile

	
	#1
	#2
	#1
	#2
	#1
	#2
	#1
	#2

	
	AI, Trained with 30 km/h
	9%
	9%
	27%
	18%
	37%
	24%
	100%
	46%

	
	AI, Trained with 30 km/h
	7%
	13%
	14%
	23%
	29%
	35%
	77%
	73%



[bookmark: _Ref162366063]Table 3	Throughput gain of AI-based prediction over baseline#1 (nearest historical) and baseline#2 (non-AI prediction) with  at 20% and 50% resource utilization, at 60 km/h with observation window of 5/5ms prediction window of /5ms/5ms.
	
	20%
	50%

	
	Mean
	5th percentile
	Mean
	5th percentile

	
	#1
	#2
	#1
	#2
	#1
	#2
	#1
	#2

	
	AI, Trained with 60 km/h
	5%
	11%
	9%
	17%
	21%
	31%
	45%
	66%

	
	AI, Trained with 60 km/h
	5%
	13%
	4%
	19%
	21%
	32%
	26%
	56%



Proposal 1	For performance evaluation of the AI CSI prediction use case, the AI based solution shall be compared with both Rel-16 Type II with nearest historical CSI (baseline #1) and Rel-18 Type II non-AI/ML based CSI prediction (baseline #2).

	China Telecom
	Metric: SGCS
Benchmark: 1
Performance: 
	Carrier frequency
	Observation window
	Prediction window
	Speed(km/h)
	Benchmark 1: nearest historical CSI w/o prediction

	
2GHz
	
10/5ms
	
1/5ms/5ms

	30
	0.9682/0.8532(13.48%)

	
	
	
	60
	0.9159/0.8287(10.52%)

	
	
	
	120
	0.7563/0.7389(2.3%)



Observation 2: AI/ML based CSI prediction can achieve very high prediction accuracy compared with baseline non-prediction in terms of SGCS.

	Mavenir
	Metric: SGCS,NMSE
AI/ML backbone : LSTM
Evaluation assumption: UE speed(30/60/120km/h), CSI feedback periodicity(5ms)
Benchmark: 2(Kalman)
Performance: 
Table 1 Performances of Kalman filter based CSI prediction
	
	v = 30km/h
	v = 60km/h

	SNR
	NMSE(dB)
	SGCS
	NMSE(dB)
	SGCS

	[bookmark: _Hlk162877830]10
	-1.3045
	0.6458
	-0.9061
	0.6078

	15
	-3.4473
	0.8346
	-2.337
	0.7737

	20
	-5.8173
	0.9466
	--3.2938
	0.8641


[bookmark: OLE_LINK1]Performance of LSTM network 
	[bookmark: _Hlk162622904]
	v = 30km/h
	v = 60km/h

	SNR
	NMSE(dB)
	SGCS
	NMSE(dB)
	SGCS

	[bookmark: _Hlk162877080]10
	-13.3
	0.955
	-9.93
	0.911

	15
	-14.81
	0.969
	-11.64
	0.932

	20
	-15.9
	0.975
	-11.87
	0.934



Observation 1: AI/ML-based CSI predictions show performance gains over non-AI/ML benchmark methods both in high UE speed and low UE speed cases based on SGCS and NMSE KPI.
Observation 3: UE speed will affect the accuracy of CSI prediction, with the UE speed increase, the CSI-RS period needs to be set proper to adjust the channel.

	CMCC
	Metric: SGCS
AI/ML backbone : FCN
input/output : raw channel matrix
Evaluation assumption: Observation(15/5ms), prediction(1/5ms/5ms), UE speed(10/20/30/60km/h), CSI feedback periodicity(5ms)
Benchmark: 1(SH), 2(AR)

Observation 3: AI/ML based CSI prediction can achieve very high prediction accuracy compared with baseline non-prediction in terms of SGCS.
Observation 4: The performance of both baseline (without CSI prediction) and AI based CSI prediction will decrease when UE moves faster.

	Fujitsu
	Metric: SGCS, UPT
AI/ML backbone : MLP-mixer
input/output : raw channel matrix
Evaluation assumption: Observation(5/5ms), prediction(1/5ms), UE speed(30km/h), CSI feedback periodicity(5ms)
Benchmark: 1(SH), 2(AR)

Observation 1:
AI/ML based CSI prediction can provide significant performance gain over sampling and hold. For full buffer traffic, the mean UPT gain of 27% and the 5%-tile UPT gain of 7% can be observed; For FTP traffic, the mean UPT gain of 31.7% and the 5%-tile UPT gain of 51.7% can be observed.

Observation 2:
AI/ML based CSI prediction can also provide obvious gain over AR based prediction. For full buffer traffic, the mean UPT gain of 10.8% and the 5%-tile UPT gain of 4.4% can be observed; For FTP traffic, the mean UPT gain of 9.2% and the 5%-tile UPT gain of 20.7% can be observed.

	InterDigital
	Metric: SGCS, UPT
AI/ML backbone : LSTM
input/output : raw channel matrix
Evaluation assumption: CSI feedback periodicity(5ms), max rank = 2
Benchmark: 2(Kalman)
Performance:
Observation(5/5ms), prediction(1/5ms)

Observation 8: At speed 10 km/h without spatial consistency, AIML-based CSI prediction achieves roughly the same performance as the non-AIML based CSI prediction (KF) in terms of mean UPT and exhibits less than 1% loss in terms of 5% UPT.

Observation 9: At speed 30 km/h without spatial consistency, AIML-based CSI prediction achieves roughly the same performance (in the range of -0.4% to 0.4%) as the non-AIML based CSI prediction (KF) in terms of mean UPT. In terms of 5% UPT, the AI/ML model exhibits a 7.4% gain over KF for low RU, and 2% loss for high RU.

Observation 10: At speed 60 km/h without spatial consistency, the non-AIML based CSI prediction (KF) outperforms the AIML-based CSI prediction by up to 6% for mean UPT and up to 10% for 5% UPT. The performance of the AI/ML model degrades relative to the non-AI/ML CSI prediction (KF) as the resource utilization increases.

	Apple
	Metric: SGCS
AI/ML backbone : LSTM
Evaluation assumption: UE speed(30km/h), CSI feedback periodicity(5ms), Observation(5/5ms), prediction(1,2/5ms)
Benchmark: 2(Weiner)
Performance: 

	
	5ms
	10ms

	Sample and hold  
	0.8154
	0.7256

	Wiener filter (ap-CSI-RS, offline calculated filter coefficients)
	0.8202    
	0.4135

	Wiener filter (filter update every 5ms with p-CSI-RS)
	0.9952
	0.8825

	AI (LSTM) based approach 
	0.9803
	0.8013




Observation 2: For CSI prediction using non-AI based approach, when ap-CSI-RS is used, filter update is not possible.

Observation 4: Comparing to sample and hold benchmark, LSTM based prediction achieves roughly 20% SGCS performance gain.

Observation 5: Wiener filter-based CSI predictor with ap-CSI-RS outperforms sample and hold method by marginal gain of 1% in terms of SGCS.

Observation 6: Wiener filter-based CSI predictor with 5ms filter update periodicity achieves the better SGCS performance, with the highest complexity for filter update

	Lenovo
	Metric: SGCS, NMSE, UPT
AI/ML backbone : conv-LSTM
Input/output : raw channel matrix
Evaluation assumption: UE speed(30km/h), CSI feedback periodicity(5ms), Observation(5/5ms), prediction(1/5ms)
Benchmark: 2(AR)

Observation 2	Compared with sample-and hold CSI prediction scheme, NMSE for AI/ML-based CSI prediction scheme achieves a 13.11 dB improvement in NMSE and 16.25% improvement in MIMO Layer-1 SGCS gain for a 5ms CSI prediction window
Observation 3	AI/ML-based CSI prediction achieves marginal gains over auto-regression based CSI prediction scheme with respect to NMSE and MIMO Layer-1 SGCS for a 5ms CSI prediction window
Observation 4	The performance of the AI/ML-based CSI prediction scheme for a 10ms prediction window, with respect to NMSE and SGCS KPIs, degrades significantly compared with the same scheme for a 5ms prediction window
Observation 5	System performance evaluations show that with respect to mean UPT, the AI/ML-based CSI prediction achieves 24% and 51% gains over AR-based and sample-and-hold CSI prediction schemes, respectively, over a 5ms CSI prediction window
Observation 6	System performance evaluations show that with respect to 5%-ile UPT over a 5ms CSI prediction window, the AI/ML based CSI prediction achieves:
•	Similar performance to AR-based CSI prediction scheme
•	10.5% gain over sample-and-hold CSI prediction scheme

	Qualcomm
	Metric: SGCS
Evaluation assumption: Observation(4/5ms), prediction(1/5ms)
Benchmark: 1(SH), 2(Rel-18 eT2)
Performance: 
	UE Speed
	Nearest historical CSI
	Non-AI/ML
(small learning window, size=25)
	Non-AI/ML
(large learning window, size=50)
	AI/ML prediction

	30 km/h
	0.73
	0.67
	0.82
	0.82

	60 km/h
	0.63
	0.61
	0.82
	0.68




	Nokia
	Metric: SE
AI/ML backbone : LSTM
Evaluation assumption: UE speed(30km/h), CSI feedback periodicity(5ms), Observation(5/5ms), training prediction(1/5ms), test prediction(4/5ms)
Benchmark: 1(ZoH), 2(Rel-18)
Performance: 
	Predictor
	Mean UE SE
	Cell-edge UE SE

	ZoH
	7.04
	2.882

	AI/ML predictor
	7.19 (+2.13%)
	3.084 (+7.01%)

	MMSE Rel 18, N4=1
	7.36 (+4.54%)
	3.343 (+16%)




	MediaTek
	Metric: UPT
AI/ML backbone : LSTM
Evaluation assumption: Observation(5/5ms), CSI feedback periodicity(5ms)
Benchmark: 1(SH), 2(AR)
Performance:
[bookmark: OLE_LINK59]
[bookmark: _Ref162880919][bookmark: OLE_LINK83]Table 1‑3: Throughput results with different methods at 30km/h
	
	UPT (Mbps)

	Resource utilization
	[bookmark: OLE_LINK80]RU20%
	RU50%
	RU70%

	[bookmark: OLE_LINK91]AR
	75.11
	44.49
	25.69

	AI/ML
	75.12
	44.38
	25.72

	AI/ML gain
(compare w/ BM#2)
	0.02%
	-0.25%
	0.11%



[bookmark: _Ref162880921]Table 1‑4: Throughput results with different methods at 60km/h
	
	UPT (Mbps)

	Resource utilization
	RU20%
	RU50%
	RU70%

	AR
	71.33
	39.53
	21.78

	AI/ML
	71.43
	39.63
	21.98

	AI/ML gain
(compare w/ BM#2)
	0.14%
	0.25%
	0.92%






Based on above observations, there seems performance variation which is the same situation as in Rel-18 study 😊. For example, InterDigital, Apple, Qualcomm and MediaTek provide negative or some marginal (almost zero) gain compared to non-AI based prediction while others provide positive gain in terms of SGCS and UPT. Ericsson and vivo observe that in case of larger N4, e.g., N4=3 or 4, AI/ML provides more gain compared to the case of N4=1. There is tendency that prediction accuracy decreases as the prediction window and UE velocity increases. In addition, Huawei, Ericsson, Fujitsu and InterDigital provide results showing more gain in case of 5%-ile UPT compared to mean UPT while Lenovo observe opposite trend. 
As you can see the summary above, evaluation assumptions are still diverged. In that sense, ZTE and LG Electronics proposed to align some evaluation assumptions (e.g., observation windows, prediction windows, and UE speeds, and whether the non-AI algorithm is applied per UE or Per SB or Per Tx/Rx). Meanwhile, CEWiT, Samsung, NTT DOCOMO and OPPO proposed to see other aspects, e.g., model input (which is not precluded), CSI reporting periodicity (5, 10, 20ms), new metric (CSI feedback overhead rate), different UE distribution (80% outdoor, 20% indoor), scheduling delay and RS overhead reduction. 
Lastly, Qualcomm provides evaluation result regarding codebook quantization (compression) loss as captured below. The result gives an insight that codebook quantization loss absorbs prediction gains.  

	Qualcomm
	Observation 2: For UE speed of 30km/h, AI/ML prediction yields 12.3% gain over historical CSI before CSI compression and reporting. After compression using R18 eT2 codebook, the gain decreases to 8.5%. For UE speed of 60km/h, the gain is 8% and 3.8% for predicted CSI and compressed CSI, respectively.
Proposal 2: For UE-side CSI prediction use case, further study the performance gain before discussion of specification impact.


Based on the above summary, followings for further evaluation alignment is proposed. 

Proposal #2.1.1-A:
· For the AI/ML based CSI prediction, adopt following assumptions as a baseline for the calibration purpose
· UE speed: 30km/h, 60km/h
· Others can be additionally submitted, e.g., 10km/h, 120km/h
· Observation window (number/distance): 5/5ms, 4/5ms
· Others can be additionally submitted, e.g., 10/5ms, 15/5ms 
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 4/5ms/5ms
· For other assumptions, reuse Rel-18 baseline for calibration
Proposal #2.1.1-B:
· For the AI/ML based CSI prediction, for CSI report, adopt following as a baseline for calibration purpose
· N4 value: 1, 4
· Others can be additionally submitted, e.g., 2, 4 
· paramCombination-Doppler-r18: 6
· Others can be additionally submitted
· CSI report periodicity: 5ms
· Others can be additionally submitted, e.g., 10ms, 20ms (for N4>1)
· Other assumptions on codebook are not precluded, e.g., high-resolution paramCombination, # of Q, amplitude and phase quantization granularity
	FYI
Table 5.2.2.2.10-1: Codebook parameter configurations for   and 
	paramCombination-Doppler-r18
	
	
	

	
	
	
	
	

	1
	2
	1/8 
	1/16 
	¼ 

	2
	2
	¼ 
	1/8
	½ 

	3
	4
	¼ 
	1/8 
	¼ 

	4
	4
	¼ 
	¼ 
	¼ 

	5
	4
	¼ 
	¼ 
	½ 

	6
	4
	¼ 
	¼ 
	¾

	7
	4
	½ 
	¼ 
	½ 

	8
	6
	¼ 
	- 
	½ 

	9
	6
	¼ 
	-
	¾ 






Question #2.1.1-A: 
· Do we need to consider other UE distribution (e.g., 80% outdoor, 20% indoor) in the evaluation?
Please provide your view on Proposal #2.1.1-A and B, and Question #2.1.1-A
	Company
	Views

	ZTE
	support Proposal #2.1.1-A. 

Regarding Proposal #2.1.1-B, N4 is equal to 1 or 4. However, Proposal #2.1.1-A says “1/5ms/5ms” for the prediction window. It seems these two proposals are not consistent. In any case, N4=4 may increase the AI/ML model complexity of simulation, we propose to select N4=1 or 2 instead of 1 or 4. 
Regarding Question #2.1.1-A, we prefer not to include more simulation cases at this stage. 

	Samsung
	Thanks FL. To align the parameters (as ZTE mentioned above), we propose the following:

· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms
· N4 value: 1, 4
· Others can be additionally submitted, e.g., 2, 4 8
· CSI report periodicity: 5ms, 20ms (for N4>1)
· Others can be additionally submitted, e.g., 10ms, 20ms (for N4>1)
· 


	New H3C
	OK in general for Proposal #2.1.1-A and B

	SK telecom
	Thanks FL. We think that multiple future CSI predictions is important factor for potential AI/ML based CSI prediction feature enhancement under practical CSI-RS periodicity (e.g., 20ms)

So, we support to add following assumptions. (red fonts)
· Prediction window: 1/5ms/5ms, 4/5ms/5ms
· N4 value: 1, 4
· CSI report periodicity: 5ms, 20ms (for N4>1)

	Spreadtrum
	Agree with ZTE. N4 value should be align with prediction window assumption.
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 4/5ms/5ms
· N4 value: 1, 4
· Others can be additionally submitted, e.g., 2, 4, 8 


	Xiaomi
	Regarding Proposal 2.2.1-A/B, we are fine with the updated proposal by Samsung.
Regarding Question #2.1.1-A, for simplicity or alleviated the simulation efforts, we prefer to evaluate it with low priority. 

	Fujitsu
	For Proposal #2.1.1-A:

We think for UPT evaluation, the distance from the last observation instance to the 1st prediction instance should be determined by CSI processing delay and scheduling delay, and the distance of 10ms is more practical for simulation.

We suggest the value of 1/5ms/10ms should be taken as baseline for prediction window. Please see below for the suggested update.

Proposal #2.1.1-A:
· …
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/510ms
· …

For Proposal #2.1.1-B:

For paramCombination-Doppler-r18, it’s better to use a high-resolution PC because CSI compression can be the bottleneck for throughput performances. In addition to PC 6, PC 7 could be considered.

Please see below for our suggestion.

Proposal #2.1.1-B:
· …
· paramCombination-Doppler-r18: 6, 7
· Others can be additionally submitted
· …

For Question #2.1.1-A:

We don’t see the need to consider other UE distribution for CSI prediction. CSI prediction is mainly used to address the CSI aging issue for the UE with mediate/high speed. For UE with low speed or indoor UE, CSI aging is not serious issue.


	CATT
	Proposal #2.1.1-A: Both 1/5ms/5ms and 4/5ms/5ms for prediction window should be baseline
Proposal #2.1.1-B: Support
Question #2.1.1-A: prefer not to add more valuations

	Qualcomm
	We think it is fine to align parameters, but maybe hard to calibrate. We can just list these parameters in results table. So, suggest to remove “calibration” in the main bullet.

Regarding Q2.1.1-A, we think it’s fair to consider UE distribution of 80% outdoor + 20% indoor. It was already agreed for case 3 / 4 in compression agenda for prediction + compression. Having 100% outdoor would make the results over-optimistic, including other UE distribution makes the study more complete.

Mod:  The wording “calibrate” comes from agreements in Rel-18 study. The intension is mainly for the aligning evaluation assumptions and potentially calibrate the performance among the companies. 
Regarding other distribution cases, from the companies’ response on this topic, the majority wants not to include more evaluation assumptions. Thus, let’s discuss this in offline session. 


	Ericsson
	As several companies observed that in case of larger N4, e.g., N4=2, 3 or 4, AI/ML provides more gain compared to the case of N4=1.  N4>1 shall be considered in baseline simulation assumptions. To algin with proposal #2.1.1-B, we suggest to update the corresponding bullet as the following:
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms.
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 4/ms/5ms
According to the baseline SLS simulation assumptions table in the TR for CSI use cases (Table 6.2.1-1):
“For CSI prediction
Both of the following are taken as baseline: 
-    The nearest historical CSI without prediction
-    Non-AI/ML or AI/ML with collaboration Level x based CSI prediction for which corresponding details would need to be reported”
We suggest to add the paramCombination-r16 for the baseline “The nearest historical CSI without prediction”:
· paramCombination-Doppler-r18 = 6, paramCombination -r16 = 5. 
· Others can be additionally submitted. The selected values for paramCombination-Doppler-r18 and paramCombination -r16 shall ensure the same set of Codebook parameter values (  and ) are selected when comparing the AI-based scheme with the two baselines.


	NTT DOCOMO
	Support both Proposal #2.1.1-A and #2.1.1-B.

For Question #2.1.1-A, we prefer to include both 80% outdoor-20%indoor and 100% outdoor cases to check if the AI/ML prediction works well for all UEs or it only can be activated for high mobility UEs. In addition, it also makes the results comparable with the CSI compression with temporal domain aspects.

	OPPO
	Generally okay to proposal #2.1.1-A and proposal #2.1.1-B updated by Samsung.
For Question  #2.1.1-A, we prefer not to evaluate more UE distribution.

	Intel
	Support Proposal #2.1.1-A. 

For Proposal #2.1.1-B, N4 = 1 should be baseline for calibration. 

For Question #2.1.1-A, adding other UE distributions is not necessary at this stage – companies are free to bring results with UE distributions not aligned with previous agreements.

	MediaTek
	· [bookmark: OLE_LINK15]Proposal #2.1.1-A:
We also think that using longer CSI-RS samples may benefit AI/ML predictions. Therefore, for proposal #2.1.1-A, update the bullet same as Ericsson's proposal.
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms.
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 4/ms/5ms
· [bookmark: OLE_LINK5][bookmark: OLE_LINK14]Proposal #2.1.1-B: Support (then the N4 value can be consistent with proposal #2.1.1-A)
· Question #2.1.1-A: We prefer not to include more simulations since our first priority is to align the results of every company and avoid significant divergence.

	TCL
	Support Proposal#2.1.1-A
In Proposal#2.1.1-B, the parameter N4 denotes the number of predicted CSI instance(s) in the prediction window. If the value of N4 is restricted to be set as 1 or 4, the prediction window may be configured correspondingly to keep consistency.

Proposal #2.1.1-A:
· For the AI/ML based CSI prediction, adopt following assumptions as a baseline for the calibration purpose
· UE speed: 30km/h, 60km/h
· Others can be additionally submitted, e.g., 10km/h, 120km/h
· Observation window (number/distance): 5/5ms, 4/5ms
· Others can be additionally submitted, e.g., 10/5ms, 15/5ms 
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 4/ms/5ms
· For other assumptions, reuse Rel-18 baseline for calibration


	Huawei, HiSilicon
	Proposal #2.1.1-A/B: OK

Question #2.1.1-A: We think it is better to avoid adding new simulation cases given we have only two meetings left for this SI. 
 

	LGE
	Support both proposal #2.1.1-A and #2.1.1-B
It is helpful to align some assumptions for calibration

	Mod
	Thanks all for your valuable comments, and sorry for some confusion on prediction window configuration. Based on the comments, I updated proposal Proposal #2.1.1-A and Proposal #2.1.1-B. For Question #2.1.1-A, I made conclusion #2.1.1-A. Please check this as well.




Proposal #2.1.1-A (closed):
· For the AI/ML based CSI prediction, adopt following assumptions as a baseline for the calibration purpose
· UE speed: 30km/h, 60km/h
· Others can be additionally submitted, e.g., 10km/h, 120km/h
· Observation window (number/distance): 5/5ms, 4/5ms
· Others can be additionally submitted, e.g., 10/5ms, 15/5ms 
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 4/5ms/5ms, 1/5ms/10ms
· For other assumptions, reuse Rel-18 baseline for calibration
Proposal #2.1.1-B (closed):
· For the AI/ML based CSI prediction, for CSI report, adopt following as a baseline for calibration purpose
· N4 value: 1, 4
· Others can be additionally submitted, e.g., 2, 4 , 8
· paramCombination-Doppler-r18: 6,7 or paramCombination -r16 = 5, 6
· Others can be additionally submitted. 
· Note: The same selected parameter combination shall be applied for benchmarks.
· CSI report periodicity: 5ms, 20ms (for N4>1)
· Others can be additionally submitted, e.g., 10ms, 20ms (for N4>1)
· Other assumptions on codebook are not precluded, e.g., high-resolution paramCombination, # of Q, amplitude and phase quantization granularity

Conclusion #2.1.1-A:
For evaluation of the UE-sided model based CSI prediction, UE distribution other than 100% outdoor is not considered as a baseline. 

Please provide your view on conclusion #2.2.1-A. 
	Company
	Views

	Lenovo/ MotM
	Support with one clarification: For Conclusion #2.1.1-A, is the understanding that “outdoor car” model is supported to include car penetration loss

	Qualcomm
	We think other UE distribution of 80% indoor + 20% outdoor should be included as baseline since it has been agreed for prediction-compression use cases.

	Xiaomi
	For saving simulation efforts, we are fine with only considering one scenario, e.g., 100% outdoor as a baseline.

	ZTE
	Maybe another way to put it can be something like the following.

Conclusion #2.1.1-A (New):
For evaluation of the UE-sided model based CSI prediction, UE distribution other than 100% outdoor can be optionally simulated.


	AT&T
	Companies should be allowed to simulate other CSI distributions. We are fine with the ZTE version. 

	NTT DOCOMO
	Our general comments are that the CSI prediction and CSI compression with temporal domain aspects should have aligned simulation assumptions (at least with Case 3 and Case 4). In CSI prediction session, the 80%-20% UE distribution has not been agreed yet. We are fine to consider it as optional, but it should be listed. We suggest just to copy the agreements as following and say Option 2 is the baseline.
For the evaluation of temporal domain aspects of AI/ML-based CSI compression prediction using two-sided model in Release 19, adopt the following as baseline options for UE distribution: 
o Option 1: 80% indoor, 20% outdoor 
o Option 2: 100% outdoor 

	IIT Kanpur
	We are fine with ZTE version

	Mod
	Thanks for the inputs. I will slightly modified the version from ZTE as below.



Proposal #2.1.1-C (closed):
For evaluation of the UE-sided model based CSI prediction, UE distribution of (80% indoor, 20% outdoor) can be optionally simulated.
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 10 km/h, 30 km/h, 60 km/h, 120 km/h. Assumption on O2I car penetration loss and spatial consistency follow the Rel-18 AI/ML based CSI prediction

Please provide your view on conclusion #2.2.1-A. 
	Company
	Views

	
	

	
	

	
	

	
	






During the online session, Apple proposed to align other CSI feedback related parameters (e.g., time interval of predicted CSI (d (slots) ={1, interval of CSI-RS occasion}),  slot offset from reporting slot n ( ={-nCSIref, 0, 1,2}) ). The feedback parameters are illustrated as below. Moderator thinks that d can be covered by observation window and prediction window setting that is agreed first online session, i.e., interval of CSI-RS occasion = 5ms. For value of , seems sufficient. Note that for P/SP-CSI-RS, d is set to CSI-RS periodicity. If the value of aperiodicResourceOffset is '1', network configures value 'm1' for this field.

[image: ]

Question #2.1.1-B (closed):
· Do we need to align RRC parameters of d and  ?
· If yes, does d is set to CSI-RS periodicity,  are acceptable?

Please provide your view on Question #2.1.1-B
	Company
	Views

	Xiaomi
	The agreed simulation assumption has ensured simulation alignment among companies. Hence, it is not necessary to introduce additional RRC parameters. 

	NTT DOCOMO
	We support to align the parameter d and delta for the baseline cases. But for the generalization study, we may consider different values to check if the generalization performance of the AI/ML models is fine.
For the baseline cases, the suggested values are acceptable.

	CATT
	No need to align such RRC parameters

	Mod
	It seems more input is needed. Please provide your view on this question. 

	
	

	
	



From morning CSI-compression offline session, I was noticed that we are missing a baseline assumption on observation window for AP-CSI-RS. There, I copied the assumption from CSI compression as a starting point of discussion. Note that, current spec support value of K={4,8,12} and m={1,2}

Proposal #2.1.1-D (Closed):
For the UE-sided model based CSI prediction, for optional evaluation of AP CSI-RS, consider following assumption of observation window as a baseline.
· Observation window: 12/2ms, 8/2ms, 4/2ms
· Others can be additionally submitted


Please provide your view on conclusion #2.2.1-D. 
	Company
	Views

	
	

	
	

	
	

	
	





Complexity comparison compared to Non-AI based CSI prediction (Benchmark 2)
Summary
For RAN1#116bis, several companies provide complexity comparison in terms of FLOPs compared to Non-AI based CSI prediction. The table below captures observations in their contribution
	Intel
	Observation 1: 
· Complexity of non-AI/ML CSI prediction based on autoregressive statistical model varies from 1.5 MFLOPs to 0.05 MFLOPs depending on the applied pre-processing algorithm (with or without dimensionality reduction).
· Dimensionality reduction for CSI prediction has minor impact on the CSI feedback performance since CSI available at the gNB side has reduced dimensions due to CSI compression.
Proposal 1: 
· RAN1 to consider CSI prediction based on autoregressive model as basic assumption for benchmark 2.
· Details including pre-processing, model order, and number of time instances for filter estimation should be disclosed by companies.
· Computational complexity of the assumed prediction algorithms should be provided by companies.

	Vivo
	Proposal 1: The computation of the complexity should include the updating of the prediction coefficients for non-AI based methods.
Proposal 2: Calculating the FLOPs in a fixed time range is a fair way to compare the complexity.

	OPPO
	Observation 1: FLOPs of AI-based CSI prediction is about 13 times of non-AI benchmark when 4 predicted slots with 52RBs per channel sample.

	CATT
	Proposal 2: For calculating the complexity of non AI-based CSI prediction, the granularity of the coefficient matrix and the frequency for updating the coefficient matrix should be considered.

	Ericsson
	Observation 10	For generating a CSI report, the computational complexity of the considered non-AI AR-based CSI prediction scheme consist of two parts, the complexity for calculating the AR model coefficients (AR-model parameter derivation) and the complexity of applying the AR model with the calculated coefficients to generate predicted CSIs (AR-model inference).

Observation 11	Our AI model has a similar level of computational complexity in units of FLOPs per CSI report generation as compared to the considered non-AI AR-based CSI prediction benchmark.

	NEC
	Proposal 1: Study to use predicted CSI (e.g., RI, PMI, CQI) as the AI/ML output
Proposal 2: Study to use model compression to reduce the complexity of the AI/ML model for CSI prediction.

	Fujitsu
	The complexity of AI/ML based CSI prediction is much larger than AR based CSI prediction in terms of FLOPS.

	InterDigital
	Observation 7: The transformer-based AI/ML CSI prediction model has significantly higher complexity compared to the non-AI/ML CSI prediction using Kalman filters.

	Apple
	Observation 1: For CSI prediction using a non-AI based approach, complexity and performance varies with different assumption such as whether the filter is designed per UE with frequent filter updates, the granularity of filter etc.

	Nokia

	
[bookmark: _Ref162955381]Table 1 – Complexity comparison of the different predictors.
	Predictor type
	Number of Trainable Parameters
	Number of FLOPS
	Number of runs to reconstruct one CSI-RS in the respective domain

	AI/ML CSI predictor in frequency-port-time domain
	12048
	845936
	

	AI/ML CSI predictor in delay-port-time domain
	2704
	6262
	



[bookmark: _Hlk163171025]Observation 1: An initial complexity analysis suggests that Rel-18 non-AI/ML prediction is less computationally complex than AI/ML-based CSI prediction. However, additional issues must be considered including complexity reduction of prediction models.
Proposal 2: Continue to study the relative complexity of AI/ML and non-AI/ML-based CSI prediction techniques, considering the possibility of AI/ML model complexity reduction/optimization.
[bookmark: _Ref163161361]Table 6 – Complexity comparison example
	Predictor type
	Complexity per operation
	Number of operations
	Total Complexity

	AI/ML CSI predictor in frequency-port-time domain
	845936
	
	108 MFLOPs

	AI/ML CSI predictor in delay-port-time domain
	6262
	
	16 MFLOPs

	Rel-18 non-AI/ML MMSE prediction in delay-port-time domain
	140
	
	358 kFLOPs




	CEWiT
	Proposal: Study the effect of pre-processing techniques to exploit sparsity better in the evaluation of CSI prediction.

	MediaTek
	[bookmark: _Ref158898504][bookmark: _Ref162877154]Table 1‑5: Complexity of AI/ML-based and non-AI based models
	
	AI/ML model
	Non-AI based model

	
	
	AR
	Sample-and-hold

	Params (k)
	17.3
	~0
	0

	FLOPs (M)
	21.8
	0.34
	0



Observation 1:	Based on the intermediate KPI and eventual KPI results, it is observed that non-AI based CSI prediction can achieve similar performance as AI/ML-based CSI prediction.
Proposal 1:	Further study complexity reduction techniques to evaluate their potential in reducing the storage and computational complexities of AI/ML models for CSI prediction.



From the initial assessments from almost all companies as in above, the complexity of non-AI CSI prediction is lower than that of AI/ML based CSI prediction although the complexity of non-AI CSI prediction varies according to assumptions such as frequency of filter updates, pre-processing algorithm. Meanwhile, Ericsson and Nokia provide some techniques considering angular-time domain operation to reduce the complexity of AI/ML based CSI prediction. Therefore, moderator proposes to study on complexity reduction of AI/ML CSI prediction. 

Proposal #2.1.2-A:
· Study on complexity reduction of AI/ML based CSI prediction. 

Please provide your view on Proposal #2.1.2-A. 
	Company
	Views

	ZTE
	We are open to study complexity reduction of AI/ML based CSI prediction. 
However, if company think the complexity of AI/ML CSI prediction is high, we can focus on the N4=1 scenario. In practice, N4=1 will also be the most important use case. 

	Samsung
	Ok. 

	
	

	
	

	New H3C
	OK

	Xiaomi
	OK

	Fujitsu
	We are open to consider this proposal.

However, since the check point (Sept 2024) for the study phase is very close, we should put more efforts on improving AI/ML gain firstly. Otherwise, reducing complexity of AI/ML without improved performance gain is meaningless.

In addition, the complexity reduction is highly related with the optimization of AI/ML model and implementations.

	CATT
	OK

	Qualcomm
	Not sure the agreement helps with the progress. Performance and complexity trade-off is included in results template anyway.

	ETRI
	In our understanding, the first priority of the additional study is that we have a clear view of the performance enhancement of AI/ML based prediction over the non-AI based scheme. Although reducing complexity of AI/ML is important, but we think we need to defer a little bit.

	Ericsson
	Agree with the proposal in general. 
There may be a trade-off between complexity reduction and AI performance gain. The complexity results for both the AI and non-AI based CSI prediction schemes depend on the model/algorithm design including the pre-processing method. In addition, the complexity of non-AI based prediction scheme depends on the filter update methods. Hence, companies shall provide complexity results for both AI and non-AI based CSI prediction schemes together with the model/algorithm design and the filter parameters update method. We suggest update the proposal as the following:
· Report complexity results for both AI and non-AI based CSI prediction schemes. 
· For AI based CSI prediction scheme, report the complexity results together with at least the pre-processing method.
· For non-AI based CSI prediction scheme, report the complexity results together with at least the pre-processing method and the filter parameter update method.
· Study on complexity reduction of AI/ML based CSI prediction to achieve better trade-off between performance gain and complexity. 


	NEC
	OK with FL’s proposal.

	NTT DOCOMO
	Since RAN1 has not identify the enough potential gain form the CSI prediction, our opinion is to identify the performance gain firstly. After that, the study on the complexity reduction can be considered.

	OPPO
	General OK. But we are not clear what this proposal means. It means companies are suggested to provide the evaluation results with reduced AI/ML model complexity?

Mod: Thanks for the question. No, the intention of this proposal is to further consider potential complexity reduction if possible, so that the complexity can be compatible with non-AI based prediction. Otherwise, the conclusion regarding on complexity is just capturing, e.g., “The # of FLOPs for AI/ML based CSI prediction is much larger than that of non-AI based CSI prediction”.


	Intel
	We agree that study on complexity reduction for AI/ML is required. 
Furthermore, we think that AI/ML prediction complexity should be analyzed in comparison to non-AI/ML prediction complexity. Thus, complexity of non-AI/ML-based solution shall be studied in RAN1 as well. 

	MediaTek
	Agree with Ericsson’s proposal.

	TCL
	Agree with FL’s proposal.

	Huawei, HiSilicon
	OK with the study. Also, ZTE’s suggestion is reasonable (eg, to change the N4 value in proposal 2.1.1-B from 1, 4 to only 1 and leave other values as optional).

	Mod
	Thanks for the comments. As I mentioned to OPPO’s comment, this proposal is intended to further consider complexity reduction on AI/ML based CSI prediction to achieve better trade-off btw performance and complexity as Ericsson mentioned. Otherwise, the conclusion on complexity study can be, e.g., “The # of FLOPs for AI/ML based CSI prediction is much larger than that of non-AI based CSI prediction”. Therefore, I updated proposal #2.1.2-A as below. 



Some companies still want to discuss on complexity comparison. Also, vivo proposes to calculate FLOPs in a fixed time range, (e.g., per inference, per given time duration) which may be related to frequency of filter updates. Therefore, it can be discussed based on proposal#2.1.2-A.  

Proposal #2.1.2-A (update):
· For non-AI based CSI prediction scheme (Benchmark 2), report the complexity results together with details of Benchmark 2 (e.g., frequency of filter update, size of filter)
· Study on complexity reduction of AI/ML based CSI prediction to achieve better trade-off between performance gain and complexity. 

Please provide your view on Proposal #2.1.2-A. 
	Company
	Views

	Qualcomm
	We think we need to focus on performance first, complexity reduction is secondary aspect. Thus, prefer to remove the 2nd bullet.

	Xiaomi
	Since the AI/ML model is implemented at UE side, how to reduce the complexity is also important. In WID, it has raised that performance gain over Rel-18 non-AI/ML based approach and associated complexity should be studied.

	ZTE
	If this proposal can be easily agreed, we are open to have it.
However, if it is difficult to converge, maybe we can just remove the proposal since anyway companies can bring contributions on the complexity reduction in next meeting.

	AT&T
	Fine in general. 

	Lenovo/ MotM
	Agree with QC on prioritizing performance for now

	Mod 
	Thanks for the discussion. It seems the situation does not be changed. Therefore, I will close this proposal, but please remind that complexity reduction also can be studied by companies’ willingness. 



Conclusion #2.1.2-A (closed):
It is clarified that calculation of FLOPs is per inference.
· For Benchmark 2, calculated FLOPs should include the complexity of filter update in addition to the complexity of inference.
· Detailed assumption of Benchmark 2 in the result collection template can include frequency of filter update and/or size of filter, if reported. 


Please provide your view on Conclusion #2.1.2-A. 
	Company
	Views

	CATT
	OK

	Mod
	I added red text based on offline discussion.

	
	

	
	

	
	





Additional evaluation assumptions. 
Channel estimation error and phase discontinuity 
Summary  
In the RAN1#116, followings were agreed.

	Conclusion
For the evaluation of the AI/ML based CSI prediction, it is up to companies to choose the modelling method and companies should report if ‘Channel estimation’ and/or ‘phase discontinuity’ is/are considered by companies..



Based on above conclusion, companies are provided evaluation result considering practical impairment. 
	Huawei
	Proposal 1: For the evaluation of CSI prediction, if channel estimation error or phase discontinuity is odellin, it needs companies to align the channel odelling method to ensure the same trend can be observed over companies.

	Vivo
	Channel estimation error
Observation 11: 	Compared to benchmark 2, the AI-based CSI prediction method can achieve SGCS gain of 25.7% when channel estimation error gets larger. The gain of AI-based scheme over benchmark 2 increases with the standard deviation of the channel estimation error.

Phase discontinuity
Observation 12: 	The AI-based CSI prediction achieves significantly higher prediction accuracy and UPT over both benchmark 1 and benchmark 2 under impairments like channel estimation error and phase discontinuity. With the presence of phase discontinuity, AI achieves about 11%~54% SGCS gain over benchmark1 and 19%~30% SGCS gain over benchmark 2.
Proposal 2: 	Model the phase discontinuity of RF chain in the simulation assumption for CSI prediction.

With phase discontinuity modelled, AI based prediction shows much larger gain over non-AI based methods, e.g., up to 48.6% over benchmark 2 when . When phase discontinuity is high, e.g., , AI based prediction can still provide satisfactory SGCS, e.g., around 0.8 – 0.9.

For Rel-19 study on CSI prediction, evaluate the effect of phase discontinuities on channel prediction. Phase discontinuity is modelled as a uniform distribution between within a time window of  . Consider  and .

	ZTE
	[image: ]
Observation 2: Regarding CSI prediction considering the channel estimation error
· As the noise variance increases, the SGCS of AI-based CSI prediction, benchmark#1, and benchmark#2 all decrease. However, AI-based CSI prediction experiences a significantly narrower reduction. Notably, when the noise variance exceeds 0.18, the SGCS of AI-based CSI prediction remains above 0.7, whereas the SGCS of both benchmark#1 and benchmark#2 falls below 0.4.
· In scenarios with low noise variance (e.g., below 0.06), AI-based CSI prediction achieves comparable SGCS to benchmark#2. Subsequently, as the noise variance rises, the SGCS gain of AI-based CSI prediction over benchmark#2 widens. Notably, when the noise variance exceeds 0.21, an SGCS gain of over 50% can be observed.
· In low noise variance conditions (e.g., below 0.06), as the noise variance increases, the SGCS gain of AI-based CSI prediction compared to benchmark#1 initially decreases due to the decline in SGCS of AI-based CSI prediction. However, once the noise variance surpasses 0.06, the SGCS gain of AI-based CSI prediction over benchmark#1 starts to increase. Notably, when the noise variance exceeds 0.21, an SGCS gain exceeding 50% becomes evident.


	Ericsson
	[bookmark: _Toc163232086]The CSI-RS channel estimation error odelling, if considered, can follow a similar approach as for SRS estimation error modelling described in Table A. 1-2 in TR 36.897.

[bookmark: _Toc163232128]To study impact of channel estimation errors on AI and non-AI CSI prediction, simulations should either include non-ideal/practical CSI-RS channel estimation, or use a model of channel estimation error with the error odelling assumptions presented together with the SLS results.

	Mavenir
	Proposal 1: Channel measurement error needs to be considered when evaluating and improving CSI prediction models.

	LG Electronics
	Companies should report details of channel estimation error and/or phase discontinuity, e.g., error variance in dB, if considered.

	Nokia
	Proposal 1: Study the performance of CSI predictors for non-ideal CSI-RS conditions.

Proposal 3: Consider suitable data preprocessing to overcome or avoid phase discontinuities of wideband Singular vectors or W1 during the time of the observation plus prediction window.



Based on above results, it is observed that in the circumstance where severe channel estimation error or phase discontinuity, AI/ML based CSI prediction outperforms non-AI CSI prediction. For channel estimation error, one typical modelling is additive Gaussian error modelling which was similar approach as for SRS estimation error described in Table A. 1-2 in TR 36.897. Therefore, it would be good to report the error variance or standard deviation for comparison if considered. For phase discontinuity, Vivo proposed random phase error modelling. On the other hand, Nokia proposed that phase discontinuity can be avoided by suitable data pre-processing. 

Proposal #2.2.1-A:
For performance evaluation of channel estimation error, report value of error variance if additive Gaussian model is considered. 

Proposal #2.2.1-B:
For performance evaluation according to phase discontinuity, report value range of random phase if phase discontinuity modeling is considered. 
· E.g., phase discontinuity can be modelled as a uniform distribution between  within a time window of 

Please provide your view on Proposal #2.2-A and B.
	Company
	Views

	ZTE
	Support Proposal #2.2.1-A and Proposal #2.2.1-B.

	Samsung
	Ok. 

	New H3C
	OK for Both

	Xiaomi
	We are fine. But it needs to clarify the window include observation and prediction window.

	Fujitsu
	For proposal #2.2.1-A:

We don’t see the need to report the error variance.

In the SLS evaluation, different UE has a different error variance, and the UE close to the gNB usually has a small error variance. The fact that AI/ML based CSI prediction outperforms non-AI/ML based approaches for severe channel estimation error may be verified by the UPT at the cell edge, e.g. 5/10%-tile UPT. 

For proposal #2.2.1-B:

We are generally fine.

	CATT
	Proposal #2.2.1-A: Ok

	Qualcomm
	For 2.2.1-B, Companies should report the phase discontinuity modelling. Only reporting the value range may not be enough.

	Mavenir
	[bookmark: OLE_LINK3]OK for Proposal #2.2.1-A. And practical channel estimation algorithm should be used here instead of a simple channel estimation error modelling if LLS is used.
For proposal #2.2.1-B, the phase discontinuity model should be clarified clearly.

	Ericsson
	Like the SRS estimation error model described in Table A. 1-2 in TR 36.897, the CSI-RS estimation error for the CSI prediction use case can be modelled as additive Gaussian error with the variance as a function of the SINR and the processing gain. In case companies’ system level simulator does not explicitly implement practical channel estimation, methods similar to this error modelling can be used for studying the CSI prediction schemes with non-ideal CSI-RS. 

For proposal #2.2.1-A, we suggest update the proposal as the following:
When practical CSI-RS channel estimation is not implemented for performance evaluation, companies may use an additive Gaussian model similar to the one described in Table A. 1-2 of TR 36.897. Companies shall report the method of deriving the error variance in the additive Gaussian model.


	NTT DOCOMO
	Support both proposals.

	OPPO
	Generally OK For proposal #2.2.1-B, details of phase discontinuity modeling should be aligned.

	Intel
	OK

	MediaTek
	We understand the intention of applying a realistic channel in simulation. However, we are curious as to why the AI/ML model can compensate for the channel estimation error. During the training phase, both the input and ground truth of the AI/ML model suffer the CE errors, and the AI model is unaware of the ideal channel information.

	
	

	[bookmark: _Hlk164045448]Huawei, HiSilicon
	Proposal #2.2.1-A: If channel estimation error is considered, the error variance should be inversely proportional to SINR since cell-center Ues don’t suffer from the same amount of channel estimation error as the cell-edge Ues. 

Also, for the purpose of a better calibration, we suggest to use the same channel estimation error model as in 36.897 Table A.1-2 (wherein the variance of error is inversely proportional to SINR).
 
Proposal #2.2.1-B: In RAN1#102-2, FeMIMO AI, \phi_max =40 degrees and T_window = 20ms are agreed. For the sake of better calibration among companies, we suggest if phase discontinuity is modelled, the same values are used.


	LGE
	Support both proposals. 
It is necessary to report value of error of error variance and value range of random phase for clear alignment, if they are considered.

	Mod
	Thanks for the comments. The intention of these proposals is to align the modelling of channel estimation error and phase discontinuity. Therefore, existing EVM related to channel estimation and phase discontinuity can be reused. 

From 36.897 Table A.1-2
	SRS error modelling
	
, according to [5][6] - Note

	







	is the estimated channel, is the channel response in frequency domain, is the white complex Gaussian variables with zero mean and variance , is the scaling factor . The details of calculation on  should be provided by each company and additional factors (e.g, SRS interference due to UL traffic, non-perfect open loop power control, UE TX antenna gain imbalance modelling) may be considered. where,



From RAN1#102-e, NR-FeMIMO AI 8.1.3
	Companies to state whether the phase coherency in time domain is modelled and if so, use the following 
· Random phase rotation of each SRS transmission is modeled as a uniform distribution between [-max, max within a time window of Twindow, where companies should state the value of max and Twindow.
· Companies can choose from the following two options for max 
· Opt-1: 40 degrees
· Opt-2: pi*Δf*x/Ts, where Δf denotes the gap between central frequency and UE's SRS frequency position and Ts for sampling frequency. x can be 0.1, 0.2, 0.4
· Twindow = 20ms
· Other values of max and Twindow are not precluded





	Lenovo/ MotM
	Support the latest version by the FL



Proposal #2.2.1-A (closed):
Consider error modelling in TR36.897 Table A.1-2 as a baseline if channel estimation error is modeled.
· Other modelling is not precluded, and companies should report how to model channel estimation error if other modelling is considered. 

Proposal #2.2.1-B (closed):
If phase discontinuity is modeled, it is modelled as a uniform distribution between  within a time window of , where =40 degrees and =20ms can be a baseline. 
-	Other values of  and  are not precluded, 


20ms CSI-RS periodicity 
Summary 
 In the RAN1#116, 20ms CSI-RS periodicity was encouraged to simulate for AI/ML based CSI prediction. According to this agreement some companies provides initial simulation results. The table below summarized their initial observations. 
	Ericsson
	Observation 9	Having CSI-RS periodicity of 20 ms makes CSI prediction hard, with both AI and non-AI models underperforming compared to Rel-16 baseline in terms of system KPI for the considered configuration: observation window of 5/20ms, prediction window of 1/20ms/20ms, UE speed of 3km/h. When the number of prediction time instances increases (prediction window increases), the AI and Rel-16 baseline achieve the similar level of system performance.
Proposal 3	For the CSI prediction use case with practical CSI-RS periodicities (e.g., 20 ms), study channel measurements on combined periodic and aperiodic CSI-RS resources to improve CSI prediction performance.

	InterDigital
	For 20ms CSI-RS periodicity, the non-AI/ML KF based approach consistently outperforms the AI/ML based prediction in terms of mean throughput, for the UE speeds considered (3, 10 and 30 km/h, and all considered resource utilizations). The AI/ML model outperforms the non-AI/ML KF approach only for the 5th percentile throughput and UE speed of 30 km/h.

	Apple
	Observation 3: When p-CSI-RS with 20ms periodicity is assumed, prediction fails for 30km/h and 60km/h speed.

	SK Telecom
	Observation 3.	From the field trial with 5ms CSI-RS periodicity configuration, it is observed that there is huge throughput loss (-53%) when we changed CSI-RS periodicity to 5ms from 20ms under current implementation status. So, it is clear that 5ms CSI-RS periodicity is not widely used setting in commercial 5G network. (i.e., it requires additional implementation and interoperability test for commercialization).



According to Ericsson and Apple’s observation, 20ms CSI-RS periodicity makes CSI prediction hard. One of reason may be there is a lack of correlation between measurement samples. To solve this issue, Ericsson proposes to consider combining p-CSI-RS and a-CSI-RS, but moderator thinks that it will be the same situation as a-CSI-RS only case or lower CSI-RS periodicity case (e.g., 10ms periodicity) eventually. Meanwhile, InterDigital provides the results with 20ms CSI-RS periodicity that AI/ML performance is lower than that of non-AI CSI prediction in terms of mean UPT. Moderator thinks more simulation results seem needed to have some meaningful observations. 

Please provide your view on this issue if any.
	Company
	Views

	SK telecom
	First of all, thanks to all companies that provided simulation results of AI/ML based CSI prediction with 20ms p-CSI-RS.

Considering the ratio of high-speed UE (e.g., >60km/h) in commercial 5G network, SK telecom strongly believe that we should continue to improve AI/ML based CSI prediction algorithms so that it has positive gain with 20ms p-CSI-RS, even if it is more difficult environment for AI/ML based CSI prediction. So, we would really appreciate it if companies could provide additional results in next meetings also (e.g., prediction window of 4/5ms/5ms with 20ms p-CSI-RS)

At the same time, if it is very difficult to make a positive gain of AI/ML based CSI prediction with 20ms p-CSI-RS under current technology level, we agree that only remaining way is to transmit additional aperiodic CSI-RS burst for high-speed UE as Ericsson proposed. (e.g., carefully selected and controlled by NW)

In that case, aperiodic CSI-RS burst is very expensive action in terms of network operation since it is strong interference source to PDSCH of all other low-mobility users. Therefore, for AI/ML based CSI prediction with aperiodic CSI-RS, we should evaluate not only the AI/ML based CSI prediction gain of high-speed user but also the impact of interference of aperiodic CSI-RS burst to other low mobility users.

	Ericsson
	In lower periodicity CSI-RS, the overhead will be higher as the CSI-RS will still be transmitted even when the network doesn't need to trigger CSI report.

In the case of AP CSI-RS only, a burst of AP CSI-RS with larger number of samples is needed.  This may result in larger delay from the time CSI is triggered until the network receives the CSI report (e.g., assuming 2 slot gap between the samples, 2*number of samples + additional time to compute the CSI).

In contrast, combined P-CSI-RS + AP CSI-RS, the periodic CSI-RS stays the same and the AP CSI-RS does not need many samples (1 or 2) may be sufficient. Anyway, this is just one solution, and we can study it further along with other potential solutions.

Companies can continue evaluating the performance of CSI prediction schemes with 20 ms CSI-RS periodicity for results verification, and also investigate potential solutions to make prediction work for this case.

	NTT DOCOMO
	We support more performance evaluations with 20 ms CSI-RS periodicity since it is more typical in real-life deployments.

	MediaTek
	We think the CSI prediction with Rel-18 Type II codebook should target at moderate to high speeds or short CSI-RS periodicity. Otherwise, the Rel-16 Type II codebook (or even Type I CB) is sufficient.

	Lenovo/ MotM
	We believe 20ms prediction leads to requiring a very large CSI prediction window with low precision. While we acknowledge that it is a typical value for current implementations, the current study is targeting future releases with upgraded processing and resource optimization. We do not see a significant issue with presuming smaller periodicity, including 10ms 

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




Generalization/Scalability evaluation
Summary
From the contribution submitted to RAN1#116bis, several companies provide their evaluation results on generalization/scalability. The table below captures observations in their contribution.

Some proposals for generalization and scalability
	Nokia
	Proposal 4:  Consider the following alternative solutions to cope with varying scalability and generalization parameters:  
1. Scenario specific ML model selection, switching and (de)activation, where each model is trained for specific UE speeds, SINRs, etc. 
2. One single ML model, or very few ML models, with high generalization and high scalability capabilities. 
3. UE sided finetuning of generalized ML models based on most recent channel observations over one to few hundreds of ms such that a single ML model can be used in many scenarios.
4. Cell and/or location specific retraining of ML models based on training data sets provided by the gNB

Proposal 6: Use CSI-RS burst with K resources and time interval m slots (based on R18 MIMO eType-II) as a starting point for fine tuning methods. Furthermore, consider more efficient triggering of CSI RS configurations for fine tuning.

	NTT DOCOMO
	Proposal 2
-	For the evaluations on the generalization, except for the generalization over UE speed or other single aspect, consider the following combinations,
	Deployment scenarios (indoor/outdoor scenarios) + carrier frequency.
	Deployment scenarios + frequency granularity.
	Deployment scenarios + antenna port number.
	Deployment scenarios + carrier frequency + frequency granularity.
	Deployment scenarios + carrier frequency + antenna port number.
	UE speed can be an additional aspect combined with the above ones.



Generalization performance over UE speed
	vivo
	The generalization of AI-based CSI prediction over speed is not good if the training set contains only one speed.
When the testing speed is higher than the training speed, the degradation of prediction accuracy is more significant than the other way around.
The generalization of AI-based CSI prediction over speed can be improved using training set with mixed speed, whose prediction accuracy is still worse than that of speed-specific models.

	Ericsson
	Observation 6	Comparing with non-AI based prediction, AI-based prediction can improve the CSI prediction performance when the AI model is trained with matched data statistics for inference scenario, or when the AI model is trained with a mixed dataset that contains the inference data statistics. 
Observation 7	It is more robust to train an AI model using a dataset for higher UE speed with inference at a scenario with lower UE speed, than to train an AI model using a dataset for lower UE speed and inference at a scenario with higher UE speed.

	CMCC
	Observation 2: The unified AI model trained with mixed dataset achieve good generalization performance over different UE speeds for CSI prediction.

	Fujitsu
	-For AI/ML based CSI prediction, the significant performance degradation can be observed when the AI/ML model trained by the dataset with UE speed X is tested on the dataset with UE speed Y (≠X).
-For AI/ML based CSI prediction, the AI/ML model trained by the mixed dataset has good generalization for various UE speeds.

	MediaTek
	Observation 4:	Training at a mixed speed can improve the performance, but it still experiences a loss of up to 10dB in NMSE (and 44% in SGCS at high speed) when compared to optimal results.
Observation 5:	AR method do not suffer from generalization issue.



Generalization performance over deployment scenario
	vivo
	The generalization over the deployment scenarios, e.g., LOS/NLOS, Uma/Umi, is not good if the training set contains only one scenario. Training with mixed scenarios can improve the generalization performance while its data collection needs to be carefully designed

	Ericsson
	Observation 8	An AI-based CSI prediction model trained using dataset for Dense Urban scenario generalize well when used for inference in UMi or UMa scenarios.

	MediaTek
	Observation 8:	For AI/ML-based CSI prediction, the AI/ML model trained on a certain deployment (e.g., UMa/UMi) can be generalized and performed inference on other deployment (e.g., UMi/UMa).
Proposal 2:	Use mixed datasets over deployment for AI/ML-based CSI prediction model to improve the generalization.

	NTT DOCOMO
	Proposal 1
- Adopt UE distribution Option 1 as the simulation assumptions for performance evaluation on CSI prediction, or adopt it as a case of generalization over deployment scenarios.



Generalization performance over carrier frequency
	vivo
	When the testing carrier frequency is higher than the training carrier frequency, the degradation of prediction accuracy is more significant than the other way around. The model trained by the mixed scenarios can improve the generalization performance while there still exist performance gap with generalization Case 1.

	MediaTek
	Observation 6:	For AI/ML-based CSI prediction, the AI/ML model trained on a certain carrier frequency may not be generalized on other carrier frequencies.
Observation 7:	Training at a mixed carrier frequencies can improve the performance, but it still experiences a loss of up to 5dB in NMSE (and 5% in SGCS) when compared to optimal results.



Generalization performance over LOS/NLOS
	MediaTek
	Observation 9:	For AI/ML-based CSI prediction, the AI/ML model trained on a LOS or NLOS scenario can be generalized and performed inference on the other scenario.
Proposal 3:	Use mixed datasets over LOS/NLOS for AI/ML-based CSI prediction model to improve the generalization.



Scalability over frequency granularity assumption
	CMCC
	Observation 1: The AI model trained under one subband could perform well when testing under a different subband.

	Apple
	Observation 7: Both filter-based CSI predictor and AI (LSTM) based predictor generalize/scalable to different frequency granularity and antenna ports

	MediaTek
	Observation 2:	Compared with training at single RB, more complex models need to be considered when training at multiple RBs, otherwise the performance cannot be improved.
Observation 3:	The AI/ML model trained on single/joint RB(s) can be generalized and inferenced on other single/joint RB(s).



In the RAN1#116, it was agreed to report generalization cases with multiple aspects in one dataset if adopted. In this sense, NTT DOCOMO proposes to list-up generalization cases with multiple aspects. For example, following can be considered.
· Deployment scenarios (indoor/outdoor scenarios) + carrier frequency.
· Deployment scenarios + frequency granularity.
· Deployment scenarios + antenna port number.
· Deployment scenarios + carrier frequency + frequency granularity.
· Deployment scenarios + carrier frequency + antenna port number.
· UE speed can be an additional aspect combined with the above ones.

Question #2.3-A: 
· Do we need to make some baseline assumptions for calibration purpose if multiple aspects are considered?
Please provide your view on this issue if any.
	Company
	Views

	ZTE
	We agree that listing some baseline assumptions will be helpful. 

	Spreadtrum
	List baseline assumptions may be more clearly.

	Xiaomi
	We are fine with listing more baseline assumptions for calibration purpose.

	Fujitsu
	Fine with making some baseline assumptions.

	NTT DOCOMO
	Thanks moderator for the summary. We agree to list some detailed assumptions.

	MediaTek
	Fine with making some baseline assumptions.

	
	

	Huawei, HiSilicon
	We think it is better to avoid adding new simulation cases given we have only two meetings left for this SI. If necessary, we are OK to add only one multi-aspect generalization case. 

Also, we think having Deployment scenario (indoor/outdoor scenarios) as the common aspect in all above multi-aspect generalization case examples is problematic. Rel-18 baseline for CSI prediction was 100% outdoor UEs and only in “Question #2.1.1-A” we are discussing whether or not to consider other UE distribution (e.g., 80% outdoor, 20% indoor). So, we think the correct order of discussion is to first see if other UE distribution (e.g., 80% outdoor, 20% indoor) is agreed as an outcome of “Question #2.1.1-A” and, if agreed, then it can be added as one aspect in the agreed multi-aspect generalization case. Otherwise, the agreed multi-aspect generalization case should cover aspects other than indoor/outdoor distribution.


	Mod
	Thanks for the comments. Based on the companies’ response, listing-up cases seems ok. So, I made some proposals regarding this issue in Proposal 2.3-A.

	
	

	
	


Proposal  #2.3-A (closed): 
If generalization performance of multiple aspects is considered by companies, following combinations can be considered. 
· Option 1: Deployment scenarios + carrier frequency.
· Option 2: Deployment scenarios + frequency granularity.
· Option 3: Deployment scenarios + antenna port number.
· Option 4: Deployment scenarios + carrier frequency + frequency granularity.
· Option 5: Deployment scenarios + carrier frequency + antenna port number.
· Option 6. UE speed + deployment scenarios + carrier frequency
· Option 7. UE speed + deployment scenarios + frequency granularity

	Agreement
· For CSI prediction evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations, to evaluate one or more of the following aspects:
· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h)
· Various deployment scenarios
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Various frequency granularity assumptions
· Various antenna port numbers (e.g., 32 ports, 16 ports)
· To report the selected configurations for generalization verification
· To report the method to achieve generalization over various configurations and/or to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
· To report generalization cases where multiple aspects (e.g., combination of above) are involved in one dataset, if adopted. 
· To report the performance and requirement (e.g., updating filter parameters, convergence of filter) for non-AI/ML-based CSI prediction to handle the various scenarios/configurations.




Please provide your view on Proposal #2.3-A and preference among 5 options. Note: 100% outdoor UE is a baseline.
	Company
	Views

	AT&T
	We propose to also allow UE speed as an additional aspect that can be combined with these 5 options. 

	Mod
	I revised the proposal based on AT&T’s comments. However, I’m wondering that listing all the options are helpful or not. Please continue provide your input.

	CATT
	Mixing multiple aspects is optional for generalization/scalability study

	
	

	
	

	
	




Cell/site specific model evaluation 
Summary
From the contribution submitted to RAN1#116bis, several companies provide their view and/or evaluation results on cell/site specific model evaluation. The table below captures observations in their contribution

	Huawei
	Avoid duplicated discussion on the modeling of cell/site specific model between CSI compression and CSI prediction, e.g. down selection can be discussed under agenda of CSI compression first.

	OPPO
	Observation 4: In comparison to the application of a cell-common model on diverse cells, cell-specific models can achieve more extra benefits, e.g. SGCS gain for CSI prediction(5ms) has been improved from ~6% to ~10%.

Observation 5: Within a cell, the introduction of AI/ML-based CSI prediction may effectively improve the CSI prediction performance of some users in the cell, e.g.,
[17.79%~81.45%] for [50%, 20%, 5%] users with highest cell-specific performance gain within 5ms/10ms prediction window, 
[16.85%~65.81%] for [50%, 20%, 5%] users with worst performance of Rel-16 eTypeII w/o prediction within 5ms/10ms prediction window.

	CATT
	Observation 1: Evaluation methodology and modeling method to ensure the temporal variation induced de-correlation between training and inference dataset distribution should be aligned firstly for localized model based CSI prediction

	Samsung
	Proposal#1: For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, among the options for modeling the spatial correlation in the dataset for a local region consider
· A single drop on a single sector with spatial consistency turned on and a large number of UE per drop.

Observation#1: Site-specific AI/ML prediction model trained based on dataset collected from a single drop on a single sector with spatial consistency turned on and a large number of UE per drop shows better performance (SGCS) as compared to generic model.  


	CMCC
	Proposal 1: Option 1 can be considered as baseline to model the spatial correlation in the dataset for a local region:
o	Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
	E.g., Dropped in a specific cell or within a specific boundary.

	LG Electronics
	Proposal #3: Prefer option 1 (spatial consistency based) for cell/site specific model evaluation which is optional evaluation.

	NVIDIA
	Proposal 2: Site-specific AI/ML models for CSI prediction should be considered to improve performance gain.
Proposal 3: Define a common reference scenario with site specificity as a basis for further study of AI/ML based CSI prediction. 
Proposal 4: Select one the following options to define a common reference scenario with site specificity as a basis for further study of AI/ML based CSI prediction:
•Option 1: Real-scenario map that is a virtual representation of a real area on earth. 
•Option 2: Synthetic-scenario map that is artificially constructed to mimic a certain environment such as urban macro, rural macro, indoor office, or indoor factory.
Proposal 5: Consider the Madrid grid developed by the METIS project for urban scenarios for further study of site-specific AI/ML based CSI prediction.
Proposal 6: With a common reference scenario with site specificity, ray tracing is used to generate channel data for the development and evaluation of site-specific AI/ML models for CSI prediction.


	Sony
	Observation 1: For site specific AI/ML CSI prediction models, the model is trained at the network side after gNB installation at the site/cell concerned.
Observation 2: For site specific AI/ML CSI prediction models, the model is stored at the network side and delivered to the UE when it registers or is handed over to the gNB concerned.

Proposal 1: To alleviate / resolve some issues related to inter-vendor training, storage and transfer of cell/site-specific AI/ML-based UE-side CSI prediction models, RAN1 will study the following options:
• Option 1: Standardized reference model structure + Parameter delivery from NW-side to UE-side
• Option 2: Standardized dataset format 
• Option 3: Standardized model structure + Standardized dataset format

Proposal 2: RAN1 study factory training using standard format data of the CSI prediction model during gNB manufacturing.

	Nokia
	Proposal 5:  Consider in a first step fine tuning performance as an upper bound of what can be achieved by localized models.

Proposal 7:  We propose to evaluate the benefits of fine tuning as it might be able to adapt to any relevant channel conditions for a single or few generalized ML models. Furthermore, it might provide an upper bound for what can be achieved with cell/cell area specific model retraining without the need to define new localized channel conditions.




In the RAN1#116, following was agreed for evaluation of AI/ML based CSI prediction using cell/site specific models. 

	Agreement
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.



For further aligned evaluation assumptions, it may be helpful to down-select between two candidates. As shown above, it seems option 1 is a majority view on this topic. Therefore, following is proposed. 
Proposal #2.4-A (Closed):
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, consider option 1 as a baseline to model the spatial correlation in the dataset for a local region.
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency mod-elling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.

Please provide your view on Proposal #2.4-A
	Company
	Views

	ZTE
	Support

	Samsung
	Support

	New H3C
	OK

	Fujitsu
	We think both Option 1 and Option 2 could be used for the evaluation of localized model.

	CATT
	Option 1 cannot ensure the temporal variation induced de-correlation between training and inference dataset distribution. Correct modelling for this phenomenon should be considered so as to prevent over-estimated performance gain.

Mod: I understand your concern. However, to resolve that issue, “Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.” was added in the previous agreement. 

	ETRI
	Support

	NEC
	Support.

	OPPO
	Support

	MediaTek
	Support.

	TCL
	Support

	Mod
	Thanks for the input, maybe this issue is duplicated with AI 9.1.3.2. So, I will discuss how to handle this issue with Taesang.



Performance monitoring evaluation 
Summary – lower priority
In RAN1#116bis, AT&T proposes to evaluate monitoring accuracy performance. As discussed in the previous meeting, this issue can be considered as lower priority compared to performance evaluation. If you have any comment on this issue, please provide your view below. 

	Company
	Views

	Lenovo/ MotM
	We believe performance needs to be considered. One notable issue with CSI prediction is the large variation in performance/precision. Moreover the CSI quality may change due to relative speed/orientation changes of the UE relative to gNB, which is not modelled in current simulators. The need to support a performance monitoring scheme needs to be considered

	
	

	
	

	
	

	
	



Template updates 
Summary 
For templates to capture evaluation results from companies, CATT and LG Electronics propose to update the template that is used in Rel-18 AI/ML study. Also, Qualcomm mentioned that details of non-AI/ML prediction should be included in the results table. From agreements in RAN1#116 and contributions in RAN1#116bis, the template for results collection should be updated to consider additional assumptions (e.g., channel estimation error, phase discontinuity) and complexity of Benchmark [1 and] 2. Maybe we don’t need to report FLOPs for Benchmark 1, so I added brackets on that. For templates for AI/ML based CSI prediction with generalization, it seems that we can re-use it. 

Proposal #2.6-A:
Adopt following template updates (in red text) for AI/ML based CSI prediction without generalization.
	Assumptions

	AI/ML model description
	AL/ML model backbone

	
	Pre-processing

	
	Post-processing

	
	FLOPs/M for model

	
	FLOPs/M for pre/post processing

	
	Parameters/M

	
	Storage /Mbytes

	
	Input type

	
	Output type

	Assumption
	UE speed

	
	CSI feedback periodicity

	
	Observation window (number/distance)

	
	Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance)

	
	Whether/how to adopt spatial consistency

	
	Codebook type for CSI report

	
	Whether/how to adopt cell/site specific model

	
	Whether/how to adopt channel estimation error [and/or phase discontinuity]

	Dataset size
	Train/k

	
	Test/k

	Benchmark 1

	[FLOPs/M for Benchmark 1]

	SGCS of benchmark 1 (1,…N, N is number of prediction instances)

	Gain% for SGCS over Benchmark 1 (1,…N, N is number of prediction instances)

	NMSE of Benchmark 1 (1,…N, N is number of prediction instances)

	Gain(dB) for NMSE over Benchmark 1 (1,…N, N is number of prediction instances)

	Gain for eventual KPI (Benchmark 1)
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]

	Benchmark 2

	FLOPs/M for Benchmark 2

	SGCS of Benchmark 2 (1,…N, N is number of prediction instances)

	Gain% SGCS over Benchmark 2 (1,…N, N is number of prediction instances)

	NMSE of Benchmark 2 (1,…N, N is number of prediction instances)

	Gain(dB) NMSE over Benchmark 2 (1,…N, N is number of prediction instances)

	Gain for eventual KPI (Benchmark 2)
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]



Please provide your view on Proposal #2.6-A. If you have any comment on templates for generalization cases, please provide your view. 
	Company
	Views

	Qualcomm
	We think phase discontinuity should be included and reported by companies. Thus, prefer having a separate row for it.

	
	

	Huawei, HiSilicon
	We assume this will be discussed after discussing/agreeing each of the new red rows.

	Mod
	@ QC: I fixed the table based on your comment. Please check it.
@ Huawei: Yes, it will be discussed when evaluation proposals seem stable.
To all: please check Proposal #2.6-A (updated).

	CATT
	Ok with Proposal #2.6-A (updated)

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Proposal #2.6-A (closed): 
Adopt following template updates (in red text) for AI/ML based CSI prediction without generalization.
	Assumptions

	AI/ML model description
	AL/ML model backbone

	
	Pre-processing

	
	Post-processing

	
	FLOPs/M for model

	
	FLOPs/M for pre/post processing

	
	Parameters/M

	
	Storage /Mbytes

	
	Input type

	
	Output type

	Assumption
	UE speed

	
	CSI feedback periodicity

	
	Observation window (number/distance)

	
	Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance)

	
	Whether/how to adopt spatial consistency

	
	Codebook type for CSI report

	
	Whether/how to adopt cell/site specific model

	
	Whether/how channel estimation error is modelled

	
	Whether/how phase discontinuity is modelled

	Dataset size
	Train/k

	
	Test/k

	Benchmark 1

	[FLOPs/M for Benchmark 1]

	SGCS of benchmark 1 (1,…N, N is number of prediction instances)

	Gain% for SGCS over Benchmark 1 (1,…N, N is number of prediction instances)

	NMSE of Benchmark 1 (1,…N, N is number of prediction instances)

	Gain(dB) for NMSE over Benchmark 1 (1,…N, N is number of prediction instances)

	Gain for eventual KPI (Benchmark 1)
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]

	Benchmark 2

	FLOPs/M for Benchmark 2

	SGCS of Benchmark 2 (1,…N, N is number of prediction instances)

	Gain% SGCS over Benchmark 2 (1,…N, N is number of prediction instances)

	NMSE of Benchmark 2 (1,…N, N is number of prediction instances)

	Gain(dB) NMSE over Benchmark 2 (1,…N, N is number of prediction instances)

	Gain for eventual KPI (Benchmark 2)
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	Mean UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU<=39%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU 40%-69%]

	
	5% UPT 
[(CSI feedback payload X/Y/Z), RU >=70%]




Question #2.6-A (New): 
Please provide your view on Table 6,7 and X, if any. 
	Company
	Views

	
	

	
	

	
	

	
	




Others 
Please provide essential issues related to EVM not handled above, if any. 
	Company
	Views

	Qualcomm
	Regarding phase discontinuity agreement, it is not clear what does uniform distribution within a time window, there are two flavours
1. A fixed phase for all CSI-RS observations within the time window, and another fixed phase for the next time window. The phases are according to the reported distribution.
2. Varying phase for each CSI-RS observation within the time window
Besides, we think companies should report methods used to handle the phase discontinuity.

	
	

	
	

	
	

	
	



Other aspects including potential specification impact

Data collection 
Summary
In this meeting, data collection related proposals/observations are listed below:

	Huawei
	Proposal 4: For the configuration of CSI measurement and report for AI/ML based CSI prediction, the mechanism of Rel-18 MIMO may be reused.
· As minor difference between training and inference, the UE may or may not transmit the predicted CSI to gNB for training data collection.

	Spreadtrum
	Proposal 1: The discussion in Rel-19 focuses on the UE-side data collection.
[bookmark: OLE_LINK30]Proposal 2 : Regarding the data collection at UE side for CSI prediction with UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details
Proposal 3: CSI-RS configuration for non-AI-based CSI prediction in Rel-18 MIMO can be reused for model inference of AI-based CSI prediction.
Proposal 4: Configuration of aperiodic CSI-RS for aperiodic prediction should be enhanced.

	ZTE
	Proposal 5: Further study the data collection for model inference and performance monitoring for AI/ML CSI prediction with UE-side model.

	Google
	Proposal 3: Support to maintain the same understanding between the NW and UE on when to perform the measurement for UE side data collection for CSI prediction based on the following options:
· Option 1: The measurement for UE side data collection for CSI prediction is configured by the NW
· Option 2: UE request CSI-RS for data collection for CSI prediction
Proposal 4: Corresponding CPU(s) are occupied when UE performs CSI measurement for data collection

	CATT
	[bookmark: _Ref158297346]Proposal 6: In UE side CSI prediction use case, for data collection for model training and performance monitoring, study the signalling and procedures for the following schemes in Rel-19: 
· Data collection indicated by NW;
· Requested from UE for data collection. 

	Samsung
	Proposal#5: For the AI/ML based CSI prediction sub-use case, consider the following aspects for data collection
· CSI measurement and reporting framework.
· Data collection procedure and priority. 

	CMCC
	Proposal 3: For data collection of AI/ML based CSI prediction, data collection mechanism of AI/ML based beam management can be reused as much as possible

	Xiaomi
	Proposal 1: At least requested from UE for data collection of model training should be supported
Proposal 2: CSI-RS configuration for Rel-18 Type II Doppler codebook could be considered as a starting point for data collection

	Panasonic
	Observation 4: Data collection for model training and non-real time (slow) monitoring is not required to be real-time and then latency requirement can be relaxed.
Observation 5: Ground-truth CSI reporting could be realized through U-plane at least for data collection for model training and non-real time (slow) monitoring.
Observation 6: Assuming fast monitoring is 100s of ms order, U-plane, RRC or MAC-CE can be sufficient.

	NEC
	Proposal 10: For data collection for CSI prediction using UE-side model, at least the CSI 
measurement period in the observation window and the CSI prediction period in the prediction window need to be provided from UE to NW.

	Nokia
	Observation 13: There might be different sets of training data, i.e., i) for the offline training of the generalized ML models, ii) for the fine tuning of ML models and, iii) for the cell/cell area specific retraining of ML models.

Observation 14:  Training of the baseline generalized ML models is expected to be UE vendor specific which allows for UE vendor specific data formats. Cell/cell area specific retraining data sets are provided by gNBs to UEs which may require some data format specification. Similarly, ML model fine tuning requires configurations of CSI-RSs to fit to current UE radio channel conditions, which might therefore benefit from additional CSI-RS configuration options.

	CEWiT
	Proposal: Study signalling for data collection for CSI prediction in case of model finetuning.

Proposal: Consider Dataset-ID based categorization for additional data collected for finetuning process.



CSI-RS Configuration
	Intel
	Proposal 5: 
· RAN1 to consider at least the following changes for observation window and prediction window configurations for AI/ML-based CSI prediction:
· Support of observation window configuration for CSI with periodic and semi-persistent CSI-RS.
· Changes to CSI-RS burst configuration for CSI with aperiodic CSI-RS.
Changes to configuration for prediction window (e.g., value range for slot offset, time interval duration and number of time intervals).

	ZTE
	The CSI-RS configuration and CSI report configuration defined for Rel-18 MIMO CSI prediction can be reused for AI/ML CSI predication at least for data collection for model training and inference.

	Google
	Proposal 1: Support the UE reports the preferred CSI-RS configuration for CSI prediction including at least the preferred intervals between every two consecutive CSI-RS instances and minimum number of CSI-RS instances for CSI prediction.

	Ericsson
	Proposal 4. For the CSI prediction use case, conclude that specification impact for CSI-RS resource configuration is identified at least for UE-side model training data collection.

	China Telecom
	Proposal 1: Support the UE reports the preferred CSI-RS configuration for CSI prediction including at least the preferred intervals between every two consecutive CSI-RS instances and minimum number of CSI-RS instances for CSI prediction.

	Mavenir
	Proposal 2: Enhanced CSI-RS configurations are critical for AI/ML model training because models need accurate historical CSI data to learn the changing patterns of the channel.

	Fujitsu
	· For AI/ML based CSI prediction, RAN1 to further study the signaling and procedure for the UE to send the request on the preferred configuration for CSI prediction operation according to the UE’s situation/condition.

	Lenovo
	Proposal 1. The Rel-18 CSI-RS configuration for Doppler codebook is used as a baseline for the study of AI/ML-based CSI prediction

	SK Telecom
	Proposal 1. For the study of AI/ML-based CSI prediction in Release 19, following prediction window setting is prioritized than others considering practical CSI-RS and CSI report configuration (i.e., 20ms CSI-RS and 20ms CSI report periodicity).
· Number: 4 future CSIs per each CSI report
· distance between prediction instances: 5ms
· distance from the last observation instance to the 1st prediction instance: 5ms

	IIT
	Proposal 1:For AI/ML based CSI prediction, the CSI-RS resource configuration for Rel-18 codebook can be taken as baseline and study further enhancements on it.

Proposal 2: For AI/ML based CSI prediction, study potential configurations for the observation and prediction window considering Rel-18 codebook configuration into account.

	LG Electronics
	Proposal # 7: For data collection for AI/ML based CSI prediction, CSI-RS configuration for Rel-18 DD compression CSI can be a starting point.



From above proposals/observations, many companies think legacy CSI-RS configuration can be reused for data collection purpose at least for training and inference. Therefore, it is proposed to consider legacy configuration as a starting point and study further whether there is a need for specification support for AI/ML based CSI prediction. 

Proposal #3.1-A: 
For AI/ML based CSI prediction, for data collection at least for training and inference, CSI-RS configuration for codebook type set to “typeII-Doppler-r18” can be a starting point. Further study on whether there is a need for specification enhancement. 

If you have further comment, please comment below.
	Company
	Views

	ZTE
	For inference, we agree that CSI-RS configuration for codebook type set to “typeII-Doppler-r18” can be a starting point. 
However, for data collection for training, it depends on whether it’s UE or network to collect the data. If the UE is collecting data, there is no need to configure any report; if network is collecting the data, different input/output design may require different data, e.g., channel matrix H or eigenvector, etc. More discussion is needed for this case. 
Overall, we propose the following updates.
Proposal:
For AI/ML based CSI prediction, at least for data collection at least for training and inference, CSI-RS configuration for codebook type set to “typeII-Doppler-r18” can be a starting point. Further study on whether there is a need for specification enhancement. 


	Spreadtrum
	OK. There are already enhancements to CSI prediction in R18 MIMO, so existing configurations should be reused as much as possible in AI-based CSI prediction.

	Xiaomi
	OK

	Fujitsu
	Fine with ZTE’s modification.

	Panasonic
	We agree to ZTE’s comment. For inference, CSI-RS configuration for codebook type set to “typeII-Doppler-r18” can be as tarting point. On the other hand, for data collection for training, more discussion is necessary. We are fine with ZTE’s proposed update.

	CATT
	Proposal #3.1-A: Ok

	Google
	We do not think R18 is a good point for data collection. For data collection, UE should report the measured CSI instead of predicted CSI.

	NEC
	OK

	NTT DOCOMO
	For data collection for the training, we think some further study on the specification impacts is necessary. Therefore, we think ZTE’s proposal is reasonable.

	Intel
	Support

	MediaTek
	We agree to ZTE’s comment.

	
	

	Huawei, HiSilicon
	We don’t think such agreement is necessary since when codebookType set to 'typeII-Doppler-r18', 
the UE can be configured with 𝐾∈{4,8,12} aperiodic CSI-RS resources or with a single periodic or semi-persistent CSI-RS resource in the resource set for channel measurement. So, when codebookType set to 'typeII-Doppler-r18', besides a burst of AP-CSIRS, both SP-CSIRS and P-CSIRS are supported and, for simulation purposes, any burst of AP-CSIRS can be emulated with a SP-CSIRS. 


	Mod
	Thanks for the comments. Based on ZTE and other companies, I modified as “at least for inference” in the main bullet. 

	Lenovo/ MotM
	No need for this agreement as mentioned by other companies. UE can obtain CSI via P/SP CSI-RS measurements, whether/how the UE quantizes and stores the CSI is based on implementation. 



Proposal #3.1-A (updated): 
For AI/ML based CSI prediction, for data collection at least for training and inference, CSI-RS configuration for codebook type set to “typeII-Doppler-r18” can be a starting point. Further study on whether there is a need for specification enhancement. 

If you have further comment, please comment below.
	Company
	Views

	Lenovo/ MotM
	Support

	AT&T
	OK

	CATT
	ok

	IIT Kanpur
	Support

	Mod
	Please check further modification as below



Proposal #3.1-A (closed): 
For AI/ML based CSI prediction, at least for inference, legacy CSI-RS configuration can be a starting point. Further study on whether there is a need for specification enhancement. 

If you have further comment, please comment below.
	Company
	Views

	Ericsson
	Support

	
	

	
	

	
	

	
	





Inference and related CSI reporting
Summary
Proposals/observations related to inference and corresponding CSI reporting are copied below:

	Google
	Proposal 2: Support the following types of CSI report for AI/ML based CSI prediction:
· Type 1: Predicted RI/PMI/CQI based on Type1 codebook
· Type 2: Predicted RI/PMI/CQI based on Rel-16 eType2 codebook
· Type 3: Predicted RI/PMI/CQI based on Rel-18 eType2 codebook for PMI prediction (already supported)
· Type 4: Predicted CSI dwelling time

	CMCC
	Proposal 4: For CSI prediction, regarding the spec impact during inference phase, reuse Rel-18 MIMO CSI prediction design as much as possible.
Proposal 5: For CSI prediction, some CSI related parameters in Rel-18 MIMO might need revision to adapt AI/ML-enabled CSI prediction.

	LG Electronics
	Proposal #8: Study potential specification impacts on UE-sided CSI prediction including at least followings
-	Necessity of enhancement on existing feedback mechanism (e.g., Rel-18 DD compression CSI)
-	CSI priority/omission
-	CPU occupancy and CSI processing time line
-	Note: feedback contents can include predicted CSI and/or monitoring related information

	NEC
	Proposal 11: For CSI prediction, study the mechanism of discontinuous periodic CSI measurement and reporting.
Proposal 12: For CSI prediction, the CSI reporting periodicity may be updated autonomously upon reaching a significant point of variation (determined by time, location or distance).

	InterDigital
	Proposal 1: Study further the following aspects for CSI prediction performance improvement:
-	benefits of reporting the prediction accuracy
-	CSI-RS configuration enhancements based on variable observation and prediction window sizes
-	CSI reporting enhancements based on variable observation and prediction window sizes.

	Lenovo
	Proposal 2. Study potential configurations of the observation window and the prediction window for UE-based CSI prediction

Proposal 3. The legacy Type-II CSI feedback format is used as the baseline for CSI feedback for AI-based CSI prediction, at least with respect to the configured CSI fields, the spatial domain and frequency domain representation within the PMI

Proposal 4. For UE-based CSI prediction, study potential enhancements of the CSI feedback format for predicted CSI, at least with respect to time-domain representation

Proposal 5. Study the CPU calculation for AI/ML-based CSI report(s) for UE-based prediction


	AT&T
	Proposal 2: Study CSI prediction for slow moving or stationary UE, where CSI prediction both predicts the CSI values and selects the CSI reporting frequency for the UE.

Proposal 7: For the UE sided CSI prediction, include the following specification impacts for the following aspects.
• Reporting model capability of CSI prediction (processing time, max future predicted time step, etc)
• gNB and UE’s alignment on prediction related time domain configuration information
• CSI reporting (e.g., Batch CSI report for current and past CSI) and CSI-RS configurations

	Qualcomm
	Proposal 1: Whether model input/output uses raw channel or eigenvectors is up to UE implementation choice and should not impact the related signalling designs.

	Panasonic
	Observation 1: For UE-side CSI prediction, to have multiple future predictions can be more useful considering the alignment of the gNB resource scheduling.
Observation 2: For UE-side CSI prediction, how to handle multiple prediction window’s configurations, such that one scalable model or multiple models for each prediction window’s configuration, would be the issue.



Assistant information

	China Telecom
	Proposal 2: Supporting the report of the CSIs with a timestamp indicator as assistance information so as to guarantee the continuity and sequential order for data collection of historical CSIs or future CSIs

	Xiaomi
	Proposal 5: In addition to performance monitoring output or performance metric reporting, the assistance information, e.g., TDCP, could be reported to NW as well by UE for NW making decision of UE sided model/functionality selection.

	Panasonic
	Observation 8: For NW-side data collection, the necessity and feasibility of UE reporting Rx filter assumption to network should be studied.



[bookmark: _Hlk163833105]Proposal #3.2-A: 
For UE-sided model based CSI prediction, study the necessity and potential specification impacts including at least followings aspects:
· Enhancement on existing feedback mechanism (e.g., codebook type set to “typeII-Doppler-r18”)
· Rules for CSI priority and omission
· CSI processing unit occupancy and CSI processing timeline
· Assistant information, e.g., time information 

Please provide your view on Proposal #3.2-A.
	Company
	Views

	ZTE
	We are open to study these aspects

	Spreadtrum
	OK

	Xiaomi
	OK

	Fujitsu
	Generally fine with the proposal.

	Panasonic
	We are fine to study these aspects.

	CATT
	OK

	Google
	We think we also need to consider the report content.

	NEC
	OK

	NTT DOCOMO
	Generally open to the studies.

	Intel
	Agree to study the listed aspects.

	MediaTek
	OK

	Qualcomm
	We are studying UE-side prediction, not sure whether the last bullet “assistance information” is relevant. Thus, we prefer to remove it and proceed with the other 3 bullets.

	Huawei, HiSilicon
	Open to discuss. We suggest add that “legacy CMR mechanism is re-used as a starting point”.

Mod: Does Proposal #3.1-A address your comment? 

	Mod
	Thanks for the comment, I slightly modified the proposal as below.




Proposal #3.2-A (updated): 
For UE-sided model based CSI prediction, study the necessity and potential specification impacts including at least followings aspects:
· Enhancement on existing feedback mechanism (e.g., codebook type set to “typeII-Doppler-r18”)
· Rules for CSI priority and omission
· CSI processing unit occupancy and CSI processing timeline
· [Assistant information, e.g., time information] 


Please provide your view on Proposal #3.2-A.
	Company
	Views

	Qualcomm
	The necessity and motivation of last bullet is unclear. Suggest to remove it.

	Xiaomi
	@QC, in our view, the assistant information could be regarded as an addition condition information of UE side. E.g., the assistance information could be time domain channel property (TDCP). It is well known that TDCP is variable for different UE velocities. Different TDCP needs to design different observation window and/or prediction window in order to achieve better CSI prediction performance. Accordingly, the assistant information could be reported to gNB for configurating suitable channel measurement resources and/or length of prediction window. For clarifying this, we suggest the proposal is revised as 
 ……
· [Assistant information, e.g., time domain channel property information] 


	ZTE
	Open to study the above aspects.

	AT&T 
	Support. Prefer to keep assistance information.

	NTT DOCOMO
	We are open for the studying of assistant information. But the example part can be removed since its meaning and necessary is not so clear at this moment.

	Panasonic
	In CSI-RS transmission, NW-side additional condition like the antenna layout, antenna elements to TxRU mapping, digital/analog beamforming, precoding and so on depends on the network implementation. For inference for UE-side models, in order to ensure consistency between training and inference regarding NW-side additional conditions, it may be necessary to provide information and/or indication on NW-side additional conditions to UE. Therefore, we prefer to keep the last bullet. DOCOMO’s suggestion to remove the example part can be OK to us.

	Lenovo/ MotM
	Fine in general, but some issues are more important than others. Our preference is to prioritize the study of whether enhancements to CSI feedback mechanism (beyond Rel-18 Doppler) is needed. Other questions can be addressed later

	Mod
	Based on the comment during offline, it seems controversial on first and second sub-bullets. Therefore, I revised accordingly. Please provide your view the proposal below.



Proposal #3.2-A (closed): 
For UE-sided model based CSI prediction, legacy feedback mechanism (e.g., codebook type set to “typeII-Doppler-r18”) is a starting point of discussion. Study the necessity and potential specification impacts including at least following aspects:
· [Further enhancement on codebook]
· [Rules for CSI priority and omission]
· CSI processing unit occupancy and CSI processing timeline (e.g, Z/Z’)

	Company
	Views

	Ericsson
	We suggest removing the first and second sub-bullets. We don’t see the potential spec impact.

	
	

	
	




Performance monitoring 
Summary
Proposals related to LCM aspects are copied below:
	Huawei
	Proposal 3: The continued study of AI/ML based CSI prediction in Rel-19 focuses on functionality based LCM.
Proposal 5: For the functionality based LCM (activation/fallback) for AI/ML based CSI prediction, the functionality based LCM of UE side model of BM can be reused.

	ZTE
	The LCM for AI/ML CSI prediction reuses the outcomes defined for AI/ML temporal beam prediction with UE-side model.

	LG Electronics
	Proposal #5: Study LCM aspects on CSI prediction for UE-side model with functionality-based LCM as a baseline.

	AT&T
	Proposal 1: In CSI prediction using UE sided model use case, study the necessity, feasibility, potential specification impact for at least the following aspects. 
•	Data collection
•	Performance monitoring for AI/ML model activation/deactivation/switching/fallback
•	CSI configuration and report
•	LCM 
o	Aspects specified as condition for functionality based LCM
o	Aspects that are considered as assistance information.

Proposal 3: Study LCM aspects on CSI prediction using UE-side model with functionality-based LCM as a starting point. 
Note: Model ID based LCM may be needed in case of cell/site/scenario specific models or other model ID based operation like model transfer/delivery, if applicable.
Proposal 8: For CSI prediction using UE sided model consider the following configurations and their granularity that will be signaled and the corresponding specification impact for the AI/ML model LCM.
•	UE speed
•	Frequency PRBs
•	Prediction window
•	Observation window
•	Scenario (UMa etc.)
•	Performance requirement/monitoring
•	Other additional configurations



Also, regarding performance monitoring, many proposals are provided from many companies in this meeting as captured below: 
	Huawei
	Proposal 7: For the monitoring of CSI prediction, further study and elaborate the details of each type before making down-selection. As examples:
· For Type 1, potential spec impacts include: 
· The metric calculation approach for comparison with the threshold criterion, e.g., correspond to a per sample monitoring result, or the statistical value (e.g., mean or x% of CDF).
· The type of the threshold criterion, e.g., SGCS could be prioritized.
· Candidate actions as monitoring output to be reported to NW, and the NW indication of the action as the monitoring decision if needed; e.g., the candidate actions may include activation and fallback.
· For Type 2, potential spec impacts include: 
· The type of ground-truth label, e.g., channel matrix or legacy codebook/PMI converted from channel matrix.
· NW indication of the action as monitoring decision; e.g., the actions may include activation and fallback.
· For Type 3, potential spec impacts include: 
· The metric calculation approach, e.g., correspond to a per sample monitoring result, or the statistical value (e.g., mean or x% of CDF).
· The type of the metric, e.g., SGCS could be prioritized.
· NW indication of the action as monitoring decision; e.g., the actions may include activation and fallback.

	Spreadtrum
	Proposal 5: Regarding CSI prediction with UE-sided model, for NW side performance monitoring, using an existing CSI feedback scheme as the reference can be considered.
[bookmark: OLE_LINK33][bookmark: OLE_LINK123]Proposal 6: Regarding CSI prediction with UE-sided model, for UE side performance monitoring, the intermediate KPI, e.g., SGCS, can be considered.
Proposal 7: For performance monitoring, both periodic trigger and event trigger can be considered.

	Intel
	Observation 2: 
· For CSI prediction using UE-sided AI/ML model, performance monitoring with calculation of performance metrics at the NW side (type 2) has lower performance metrics accuracy comparing to performance monitoring with calculation of performance metrics at the UE side.
· If type 2 model performance monitoring is considered, additional study is required for accuracy of performance metrics calculated at the NW side and for ground-truth CSI reporting overhead.
Proposal 2: 
· For CSI prediction using UE-sided AI/ML model, model performance monitoring with performance metrics calculated at the UE side (type 1 and type 3) is prioritized for discussion.
Proposal 3: 
· Consider the following options for performance metrics calculation for performance monitoring:
· Option 1: F(H(n), Hp(n)), where H(n) – channel matrix measured in slot n, Hp(n) – channel matrix predicted for slot n based on previous CSI measurements.
· Option 2: F(W(n), Wp(n)), where W(n) – precoding matrix for channel measured in slot n, Wp(n) – precoding matrix for channel predicted for slot n based on previous CSI measurements.
· Benchmark performance metrics can be additionally used for model performance monitoring.
· Benchmark performance metrics may correspond to performance of sample-and-hold operation calculated as F(H(n), H(n-P)) or F(W(n), W(n-P)), where P is CSI-RS periodicity in slots.
· Performance metrics F(V1, V2) may correspond to GCS, SGCS or NMSE for matrices V1 and V2. 
Proposal 4: 
· Consider the following options for calculation of performance monitoring output at the UE for Type 1 performance monitoring:
· Option 1: UE compares performance metrics F with threshold T, where threshold T can be configured by the gNB.
· Option 2: UE compares performance metrics F with benchmark FB.

	ZTE
	Proposal 3: Regarding performance monitoring for AI/ML CSI prediction with UE-side model, Type 1 is adopted.
-	UE calculates the performance metric(s)
-	UE reports performance monitoring output that facilitates functionality fallback decision at the network
-	Performance monitoring output details can be further defined 
-	NW may configure threshold criterion to facilitate UE side performance monitoring. 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).

Proposal 4: Study potential CSI-RS configuration/triggering enhancement for performance monitoring for AI/ML CSI prediction with UE-side model


	OPPO
	Proposal 6: For the CSI prediction performance monitoring, prioritize type 1 and type 3 CSI prediction performance monitoring

Proposal 7: Stability of the performance evaluation and decision-making mechanism should be considered to mitigate the impact of random effects on evaluation outcomes, includes:
· Obtaining a consistent evaluation result by considering multiple evaluation samples within an evaluation window.
· Assessing whether model monitoring should be handled at the UE level or the cell level.

	CATT
	[bookmark: _Ref158297328]Proposal 3: On performance monitoring of UE side CSI prediction use case, strive to reuse the schemes for other UE-sided model use cases (e.g. BM-Case2) as much as possible.
[bookmark: _Ref158297333]Proposal 4: On performance monitoring of UE side CSI prediction use case, focus the study on the aspects that particularly belong to UE side CSI prediction use case.
[bookmark: _Ref158297337]Proposal 5: On performance monitoring of UE side CSI prediction use case, study potential specification impacts on the following aspects:
· CSI-RS configuration for performance monitoring;
· Performance metric;
· Content and signaling for UE reporting (e.g., performance monitoring output, predicted CSI and/or the corresponding ground-truth, performance metric(s)).

	Samsung
	Proposal#6: For the AI/ML based CSI prediction sub-use case, for Type 1 monitoring, consider 
· Configuration of CSI-RS resources for performance monitoring 
· Configuration for baseline CSI and threshold for UE’s calculation of performance metric
· Configuration and time-domain properties for monitoring outcome reporting

Proposal#7: For the AI/ML based CSI prediction sub-use case, for Type 2 monitoring, consider
· Configuration of CSI-RS resources for performance monitoring 
· Configuration and potential enhancement on Type II CSI for ground truth CSI reporting corresponding to multiple time instances. 
· Priority and CSI processing timeline 

	Ericsson
	Proposal 5	For performance monitoring for CSI prediction use case with UE side model, deprioritize Type 2.

	China Telecom
	Proposal 3: For type1/2/3, potential specification impact on reporting contents of performance monitoring should be studied for AI/ML-based CSI prediction, at least including:
-	Performance metrics of all monitoring occasions
-	An statistical performance metric over monitoring occasions 
Proposal 4: For Type 1 performance monitoring, the details of performance monitoring output should be further studied, at least including:
-	An indicator of monitoring performance
-	An indicator of enabling decision recommendation

	CMCC
	Proposal 2: For performance monitoring methods of AI based CSI prediction, Type 3 could be the starting point for further discussion.

	LG Electronics
	Proposal #6: Study potential specification impact and pros and cons of each performance monitoring type. FFS on potential down selection.

	Xiaomi
	Proposal 3: Type 1 (UE calculates the performance metrics and reports performance monitoring output for NW making decision) or Type 3 (UE calculates the performance metrics and reports the metrics for NW making decision) could be supported for performance monitoring.
Proposal 4: Rel-18 Type II Doppler codebook could be considered as a reference for performance monitoring of the UE side AI/ML model based CSI prediction

	Panasonic
	Observation 9: There are at least two cases for performance monitoring. One is the network to judge whether the CSI prediction model / function at UE is reliable or not. The other is to judge enable / disable the AI/ML functionality in certain environment. These needs separate discussion although the signaling framework can be aligned.
Observation 10: For performance monitoring of CSI prediction, performance monitoring output (Type 1), corresponding ground-truth CSI (Type 2) or performance monitoring metric (Type 3) for the previous predicted CSI can be piggybacked in the predicted CSI report.

	NEC
	Proposal 3: For Type 1 performance monitoring, for the determination of the performance monitoring output that facilitates functionality fallback decision at NW, at least the following aspects need to be considered:
-	The performance monitoring result(s) are not good.
-	There are no new available AI/ML model(s) at UE side.

Observation 1: In practice, performance monitoring may not be a frequent operation, thus the overhead of reporting the predicted CSI and the ground-truth CSI should not be a significant concern.

Proposal 4: For Type 2 performance monitoring, study the association between reporting the predicted CSI and reporting the ground-truth CSI.

Proposal 5: For Type 3 performance monitoring, the performance metric(s) reported by UE may derive from the results of a single calculation, or on the results of multiple calculations (i.e., statistical performance metric).

Proposal 6: Study how to refine the performance monitoring procedure when the target timing of predicted CSI is not aligned with the timing of available ground-CSI truth.

Proposal 7: For model switching, model selection and model update, if the input or/and output (e.g., observation window length, the number of measurement time instance, prediction window length, the number of future time instances) of the new AI/ML model change, UE is necessary to report the change(s) to NW.

Proposal 8: Study simultaneous performance monitoring for multiple AI/ML models.

Proposal 9: AI/ML-based CSI prediction and reporting should be performed under NW configurations.

	Fujitsu
	For AI/ML based CSI prediction with UE-side model, Type 1 and Type 3 performance monitoring should be prioritized.

	InterDigital
	Proposal 2: Study further the following aspects for UE-side model monitoring:
-metrics for monitoring the UE-side CSI prediction model more indicative of the end-to-end performance
-benefits of using out-of-distribution metrics for UE-side model monitoring

	Apple
	Proposal 1: Deprioritize type 2 performance monitoring and corresponding accuracy evaluation.

Proposal 2: For potential specification impact, for type 1 performance monitoring, consider RLM/BFD like mechanism to define performance monitoring output.


	Lenovo
	Proposal 6	Study the specification impact corresponding to AI/ML model monitoring, considering the following monitoring decisions: (i) No model change, (ii) CSI parameters update, (iii) Model parameter update, (iv) Model switching, and (v) Fallback to non-AI/ML scheme
Proposal 7	For performance monitoring under UE-based CSI prediction, three reference time instants are considered: (i) at the first slot of the prediction window, (ii) at the median slot of the prediction window, and (iii) at the last slot of the prediction window

Proposal 8	For performance monitoring under UE-based CSI prediction, study and evaluate the pros and cons of the following alternatives:
•	Implicit performance monitoring: the UE feeds back CSI measurements based on CSI report quantities or intermediate KPIs that enable the network to derive performance monitoring decisions
•	Explicit performance monitoring: the monitoring feedback includes performance monitoring recommendation based on a set of network-configured performance monitoring metrics

	Nokia
	Proposal 8:  Further investigate the details of UE assisted performance monitoring including reference signal timing and overhead, feedback metrics, and supported actions by the gNB.

	AT&T
	Proposal 5: For CSI prediction based on UE sided model, for performance monitoring for functionality-based LCM, 
•	Further study on details type 1,2, and 3, e.g., pros/cons aspect, potential specification impact, monitoring metric, assistant information, decision making mechanism, etc.
•	FFS on down-selection.

	IIT
	Proposal 3:  For AI/ML based CSI prediction of UE-sided model, study detailed comparison of performance monitoring and model management at UE side vs NW side in terms of feasibility and pros/cons over each other in terms of underlying conditions/latency/resources required etc.

Proposal 4: For AI/ML based CSI prediction, do a comparative study on Eventual KPI vs Intermediate KPI at least in terms of 
• Accuracy in terms of output report
• Complexity
• Measurement and reporting delay
• Suitable scenario
• Power consumption
• Metric calculation and reporting overhead

Proposal 5: For AI/ML based CSI prediction, if eventual KPI is adopted as monitoring metric, further study methods to avoid impact of at least:
• Either side (gNB and UE) of impairments, reporting errors, quantization used for feedback reporting,
• Changes in Training vs Monitoring event underlying condition.



First of all, for LCM aspects for CSI prediction using UE sided model, in Rel-18, it was discussed whether model-based LCM can also be considered or not. Since there was no consensus in Rel-18, it will be discussed continuously in agenda 9.1.3.3 in order to identify the motivation and benefit for model-id based LCM. This issue was discussed in the previous meeting, but it was failed to achieve a consensus. In this meeting, the same proposal to focus on functionality-based LCM was proposed by Huawei, LG Electronics and AT&T. Let’s try the following proposal. 

Proposal #3.3-A:
For UE-sided model based CSI prediction, focus first on functionality-based LCM. Model-based LCM may be studied later if its necessity on UE-sided model is justified in agenda item 9.1.3.3.

Please provide your views on Proposal #3.3-A.
	Company
	Views

	ZTE
	For AI beam and AI POS, the necessity of model-based LCM is studied in agenda 9.1.1 and 9.1.2, respectively, instead of agenda 9.1.3.3. Thus, if companies want to support model-based LCM for CSI prediction, it seems better to discuss in this agenda instead of 9.1.3.3.
In any case, we think the main information is the first sentence, we propose the following update.
Proposal #3.3-A:
For UE-sided model based CSI prediction, focus first on functionality-based LCM. 
· FFS: Model-based LCM.


	Samsung
	Support

	Spreadtrum
	Support. Similar with BM and POS, AI-based CSI prediction should focus on functionality-based LCM.

	Fujitsu
	Fine with the proposal.

	Panasonic
	We support ZTE’s update.

	CATT
	Ok

	Google
	OK

	ETRI
	Support

	NTT DOCOMO
	The study on the cell-/site-specific model is also related the necessary of introducing Model-based LCM, which is studying in this agenda.

	MediaTek
	OK

	Huawei, HiSilicon
	Support

	LGE	
	Support
For UE-sided model based CSI prediction, It is necessary to focus on functionality-based LCM for efficient evaluation and calibration.



Proposal #3.3-A (closed):
For UE-sided model based CSI prediction, focus first on functionality-based LCM. 
· FFS: Model-based LCM.

Please provide your views on Proposal #3.3-A.
	Company
	Views

	Lenovo/ MotM
	Support

	ZTE
	Support

	CATT
	support

	IIT Kanpur
	Support

	Ericsson
	Support





For performance monitoring for functionality-based LCM, as in above, many proposals were provided from many companies’ contributions. Some companies still want to down-select in this meeting, and others wants to further studies on details of performance monitoring type 1,2 and 3 including potential specification impact. This issue is not urgent, so further study makes more sense. Therefore, following is proposed.   

Proposal #3.3-B:
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3 at least including potential specification impact.
· FFS on potential down-selection
Please provide your view on Proposal #3.3-B.
	Company
	Views

	ZTE
	Support.

	Samsung
	Ok

	New H3C
	OK

	Spreadtrum
	Support. 

	Xiaomi
	OK

	Fujitsu
	We think the pros and cons of the three types should be studied firstly for down selection.

Mod: I think pros/cons discussion is part of the study based on proposal #3.3-B.

	Panasonic
	We are fine with Proposal #3.3-B.

	CATT
	Ok

	Qualcomm
	We are fine with proceeding with type 1 and 3. The necessity of type 2 needs further discussion.

	Google
	OK

	ETRI
	Support

	NEC
	OK

	NTT DOCOMO
	Support.

	MediaTek
	[bookmark: OLE_LINK10]Type 2 is not practical, and we think there is no need to study the details.

	Huawei, HiSilicon
	Support

	AT&T
	Support

	IIT Kanpur
	Support

	Mod
	I slightly modified proposal #3.3-B as below. Please take a look and if you have further comments, please provide your view.



Proposal #3.3-B (closed):
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3 at least including potential specification impact and/or pros/cons aspects.
· FFS on potential down-selection

	Company
	Views

	Ericsson
	The difference between Type 1 and Type 3 based solutions is unclear, due to unclear definition of performance metric(s) and performance monitoring output. For instance, if the method is to let a UE report statistic information of an intermediate KPI (e.g., SGCS) over multiple monitoring data samples, shall it be considered as Type 1 or Type 3 based monitoring? 

We suggest clarifying the definitions of performance metric(s) and performance monitoring output, aligning the understanding of type 1 and type 3, before discussing the details on spec impact and pros/cons.

	Mod
	Thanks for the inputs. I think that kind of issue also can be handled when we discuss on the details of type 1,2 and 3. Therefore, I added some text to address your concern.

Proposal #3.3-B (updated):
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3 e.g., at least including potential specification impact, pros/cons aspects, difference between type 1 and 3. 
· FFS on potential down-selection


	
	

	
	

	
	

	
	

	
	




Conditions and additional conditions 
Summary
Proposals/observations related to conditions and additional conditions are copied below:

	Huawei
	Proposal 6: The indication of assistance information/additional condition from NW to UE is considered with low priority unless clear motivation is justified.

	OPPO
	Proposal 3: Regarding the data collection for CSI prediction, cell/site/scenario related “condition information” and “additional condition information” should be considered during the data collection stage.
Proposal 4: For the “condition” part, following information should be considered: 
· CSI type to be predicted, e.g. raw channel H or eigenvector W, 
· CSI-RS configurations, e.g. pattern, time/frequency domain configuration,
· transmission related configuration, e.g. bandwidth and sub-band info, antenna ports, rank, SCS, frequency band, 
· cell/site/scenario related information, e.g. Cell ID.
Proposal 5: For the “additional condition” part, following information should be considered: 
· Cell/site/scenario related information, e.g. region/scenario indication, indoor/outdoor info, UE speed, UE ID, timestamp of data samples, observed SNR 
· CSI prediction related information, e.g. observation window, prediction window, sample number/interval.

	Samsung
	Proposal#2: In CSI prediction use case using UE-sided model, consider TRP related aspects for network-side additional condition indication. 


	Panasonic
	Observation 3: For UE-side data collection for UE-side training, in order to identify the scenario / configuration, how to share the NW-side additional condition should be studied. Instead of informing actual configuration, some kind of configuration ID and /or change timing of NW-side additional condition is necessary.

Observation 7: For NW-side data collection, at least time stamps / situation of measurement, cell ID and UE location should be considered as the UE-side additional condition.

	AT&T
	Proposal 9: For time domain CSI prediction using UE sided model, consider which aspects should be considered as additional conditions, and how to indicate them to assist the UE with AI/ML model LCM.


Moderator thinks that this issue can be firstly handled in 9.1.3.3, and if there are any CSI prediction specific issues, it can be discussed here. 

If you have further comment, please comment below.
	Company
	Views

	
	

	
	

	
	

	
	



Others issues
Summary
Proposals/observations not handed above are copied below:

	Mavenir
	Proposal 3: Further discuss in TDD mode, how the uplink measurement reference signal can be utilized to reduce the overhead of the CSI-RS, while improving the downlink CSI prediction accuracy.

	Fujitsu
	Proposal 3:
· For CSI prediction with UE side model, to ensure the consistency between training and inference, the option of consistency assisted by monitoring should be prioritized.
· NW should provide configuration for the monitoring.
· RAN1 to further discuss the related signaling and procedures to facilitate the model/functionality selection/activation/deactivation operation.

	InterDigital
	Proposal 3: Study the following mechanisms for model switching, activation/deactivation overhead reduction:
-Improved model generalization techniques 
-fallback mechanism which can be applicable for both AI/ML based CSI prediction and non-AI/ML based CSI prediction.

	NVIDIA
	Proposal 1: The inference of one-sided AI/ML model for CSI prediction can be performed at either gNB or UE. Besides studying CSI prediction at UE side, companies are encouraged to study CSI prediction at gNB side to understand the potential gains of performing CSI prediction at gNB side vs. UE side.



Please provide your views on above issues, and please provide essential issues not handled above, if any. 
	Company
	Views

	
	

	
	

	
	

	
	


Summary and proposals for offline session

Discussions for Tuesday.

Offline agreement:
· For the AI/ML based CSI prediction, adopt following assumptions as a baseline 
· UE speed: 30km/h, 60km/h
· Others can be additionally submitted, e.g., 10km/h, 120km/h
· Observation window (number/distance): 5/5ms,10/5ms
· Others can be additionally submitted, e.g., 4/5ms, 15/5ms 
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 1/5ms/10ms
· For other assumptions, reuse Rel-18 baseline 
Proposal #2.1.1-B (updated):
· For the AI/ML based CSI prediction, for CSI report, adopt following as a baseline for calibration purpose
· N4 value: 1, 4
· Others can be additionally submitted, e.g., 2, 8
· paramCombination-Doppler-r18: 6,7 or paramCombination -r16 = 5,6 (for Benchmark 1)
· Others can be additionally submitted. 
· Note: The same selected parameter combination shall be applied for benchmarks.
· CSI report periodicity: 5ms, [20ms (encouraged)]
· Others can be additionally submitted, e.g., 10ms, [20ms] 
· Other assumptions on codebook are not precluded, e.g., high-resolution paramCombination, # of Q, amplitude and phase quantization granularity
Conclusion #2.1.1-A (New):
For evaluation of the UE-sided model based CSI prediction, UE distribution other than 100% outdoor is not considered as a baseline. 

Offline agreement:
Consider error modelling in TR36.897 Table A.1-2 as a baseline if channel estimation error is modeled.
· Other modelling is not precluded, and companies should report how to model channel estimation error if other modelling is considered. 

Offline agreement:
If phase discontinuity is modeled, it is modelled as a uniform distribution between  within a time window of , where =40 degrees and =20ms can be a baseline. 
· Other modelling is not precluded, and companies should report how to model phase discontinuity if other modelling is considered. 


For your information:
From 36.897 Table A.1-2
	SRS error modelling
	
, according to [5][6] - Note

	







	is the estimated channel, is the channel response in frequency domain, is the white complex Gaussian variables with zero mean and variance , is the scaling factor . The details of calculation on  should be provided by each company and additional factors (e.g, SRS interference due to UL traffic, non-perfect open loop power control, UE TX antenna gain imbalance modelling) may be considered. where,



From RAN1#102-e, NR-FeMIMO AI 8.1.3
	Companies to state whether the phase coherency in time domain is modelled and if so, use the following 
· Random phase rotation of each SRS transmission is modeled as a uniform distribution between [-max, max within a time window of Twindow, where companies should state the value of max and Twindow.
· Companies can choose from the following two options for max 
· Opt-1: 40 degrees
· Opt-2: pi*Δf*x/Ts, where Δf denotes the gap between central frequency and UE's SRS frequency position and Ts for sampling frequency. x can be 0.1, 0.2, 0.4
· Twindow = 20ms
· Other values of max and Twindow are not precluded





Proposal #2.1.2-A (update):
· For non-AI based CSI prediction scheme (Benchmark 2), report the complexity results together with details of Benchmark 2 (e.g., frequency of filter update, size of filter)
· Companies are encouraged to study on complexity reduction of AI/ML based CSI prediction to achieve better trade-off between performance gain and complexity. 


Discussions for Wednesday.

Offline Conclusion
For the agreed phase discontinuity modelling, it is clarified that
· A fixed phase for all CSI-RS observations within the time window, and another fixed phase for the next time window. The phases are according to uniform distribution.


Offline agreement
For evaluation of the UE-sided model based CSI prediction, UE distribution of (80% indoor, 20% outdoor) can be optionally simulated.
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 30 km/h, 60 km/h. Assumption on O2I car penetration loss and spatial consistency follow the Rel-18 AI/ML based CSI prediction



Offline agreement
For the results template used to collect evaluation results for UE -sided model based CSI prediction, adopt Table 6 used in Rel-18 as starting point with the following addition:
· Assumption
· UE distribution (Baseline: 100% outdoor, Optional: 80% indoor, 20% outdoor)
· Whether/how channel estimation error is modelled 
· Whether/how phase discontinuity is modelled 
· Methods used to handle the phase discontinuity (if applied)
· Benchmark 2
· FLOPs/M 
· Details of complexity calculation, e.g., complexity of prediction and complexity of filter update

Offline agreement
· For the results template used to collect evaluation results for UE-sided model based CSI prediction using localized models, adopt Table 6 used in Rel-18 as starting point, capturing the generalized model result and the localized model result as separate columns, with the following additions for the localized model:
· Dataset description
· Local region modelling: e.g., Option 1 or Option 2, and further details
· Temporal modelling: e.g., how temporal variation is modelled in train and test sets
· Dataset description for generalized model




Summary and proposals for online session
Proposals for Tuesday.

Offline agreement:
· For the AI/ML based CSI prediction, adopt following assumptions as a baseline 
· UE speed: 30km/h, 60km/h
· Others can be additionally submitted, e.g., 10km/h, 120km/h
· Observation window (number/distance): 5/5ms,10/5ms
· Others can be additionally submitted, e.g., 4/5ms, 15/5ms 
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 1/5ms/10ms
· For other assumptions, reuse Rel-18 baseline 
Proposal #2.1.1-B (updated):
· For the AI/ML based CSI prediction, for CSI report, adopt following as a baseline for calibration purpose
· N4 value: 1, 4
· Others can be additionally submitted, e.g., 2, 8
· paramCombination-Doppler-r18: 6,7 or paramCombination -r16 = 5,6 (for Benchmark 1)
· Others can be additionally submitted. 
· Note: The same selected parameter combination shall be applied for benchmarks.
· CSI report periodicity: 5ms, [20ms (encouraged)]
· Others can be additionally submitted, e.g., 10ms, [20ms] 
· Other assumptions on codebook are not precluded, e.g., high-resolution paramCombination, # of Q, amplitude and phase quantization granularity
Offline agreement:
Consider error modelling in TR36.897 Table A.1-2 as a baseline if channel estimation error is modeled.
· Other modelling is not precluded, and companies should report how to model channel estimation error if other modelling is considered. 

Offline agreement:
If phase discontinuity is modeled, it is modelled as a uniform distribution between  within a time window of , where =40 degrees and =20ms can be a baseline. 
Other modelling is not precluded, and companies should report how to model phase discontinuity if other modelling is considered.


Proposal #2.1.2-A (update):
· For non-AI based CSI prediction scheme (Benchmark 2), report the complexity results together with details of Benchmark 2 (e.g., frequency of filter update, size of filter)
· Companies are encouraged to study on complexity reduction of AI/ML based CSI prediction to achieve better trade-off between performance gain and complexity.

Proposals for Thursday.

Offline Conclusion
For the agreed phase discontinuity modelling, it is clarified that
· A fixed phase for all CSI-RS observations within the time window, and another fixed phase for the next time window. The phases are according to uniform distribution.


Offline agreement
For evaluation of the UE-sided model based CSI prediction, UE distribution of (80% indoor, 20% outdoor) can be optionally simulated.
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 30 km/h, 60 km/h. Assumption on O2I car penetration loss and spatial consistency follow the Rel-18 AI/ML based CSI prediction



Offline agreement
For the results template used to collect evaluation results for UE -sided model based CSI prediction, adopt Table 6 used in Rel-18 as starting point with the following addition:
· Assumption
· UE distribution (Baseline: 100% outdoor, Optional: 80% indoor, 20% outdoor)
· Whether/how channel estimation error is modelled 
· Whether/how phase discontinuity is modelled 
· Methods used to handle the phase discontinuity (if applied)
· Benchmark 2
· FLOPs/M 
· Details of complexity calculation, e.g., complexity of prediction and complexity of filter update

Offline agreement
· For the results template used to collect evaluation results for UE-sided model based CSI prediction using localized models, adopt Table 6 used in Rel-18 as starting point, capturing the generalized model result and the localized model result as separate columns, with the following additions for the localized model:
· Dataset description
· Local region modelling: e.g., Option 1 or Option 2, and further details
· Temporal modelling: e.g., how temporal variation is modelled in train and test sets
· Dataset description for generalized model



Proposal #2.1.1-D:
For the UE-sided model based CSI prediction, for optional evaluation using AP CSI-RS, consider following assumption on observation window
· Observation window: 12/2ms, 8/2ms, 4/2ms
· Others can be additionally submitted


Proposal #3.3-A (updated):
For UE-sided model based CSI prediction, focus first on functionality-based LCM. 
· FFS: Model-based LCM.

Proposal #3.3-B (updated):
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3, e.g., potential specification impact, pros/cons aspects, difference between type 1 and 3. 
· FFS on potential down-selection

Proposal #3.1-A (updated): 
For AI/ML based CSI prediction, at least for inference, legacy CSI-RS configuration can be a starting point. Further study on whether there is a need for specification enhancement. 

Proposal #3.2-A (updated): 
For UE-sided model based CSI prediction, legacy feedback mechanism using codebook type set to “typeII-Doppler-r18” is a starting point of discussion. Study the necessity and potential specification impacts including at least following aspects:
· CSI processing unit occupancy and CSI processing timeline (e.g, Z/Z’)
· [Further enhancement on codebook]
· [Rules for CSI priority and omission]



FL note for RAN1#117
First of all, thanks for all your constructive inputs and being flexible. 
In this meeting, we have progress on aligning remaining evaluation assumptions and update of template for results collection. And, we have some progress on CSI-RS configuration, CSI reporting and performance monitoring. 

In RAN1#117, I’m trying to capture initial observations based on the initial collected results. The procedure of result collection can be the same as what we did in Rel-18. I will trigger offline email for data collection, starting 2 weeks before RAN1#117. So, please keep in mind this. For the updated templates, I already uploaded in the draft folder. For your convenience, templates will be zipped with this final summary. If you have any question, comment, suggestion, please feel free to contact me. Our first priority is to identify whether AI/ML based CSI prediction performs well. Your evaluation results are really important to draw conclusions and observations. Please keep that we have only two meeting left for checking point. 
For other aspects including potential specification impact, it was not treated with high priority as usual. If there are any agreeable proposals related to LCM, inference, etc., I will try to reach agreements/conclusions. 
Thank you all. Have a safe trip back, and see you all in Fukuoka.

Agreements
Agreements in RAN1#116bis
Agreement
· For the AI/ML based CSI prediction, adopt following assumptions as a baseline for evaluation purpose
· UE speed: 30km/h, 60km/h
· Others can be additionally submitted, e.g., 10km/h, 120km/h
· Observation window (number/distance): 5/5ms,10/5ms
· Others can be additionally submitted, e.g., 4/5ms, 15/5ms 
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 1/5ms/10ms
· For other assumptions, reuse Rel-18 baseline 

Agreement
· For the AI/ML based CSI prediction, for CSI report, adopt following as a baseline for evaluation purpose
· N4 value: 1, 4e
· Others can be additionally submitted, e.g., 2, 8
· paramCombination-Doppler-r18: 6,7 or paramCombination -r16 = 5,6 (for Benchmark 1)
· Others can be additionally submitted. 
· Note: The same selected parameter combination shall be applied for benchmarks.
· CSI report periodicity: 5ms, 20ms (encouraged)
· Others can be additionally submitted, e.g., 10ms

Conclusion
Consider error modelling in TR36.897 Table A.1-2 as a baseline if channel estimation error is modeled.
· Other modelling is not precluded, and companies should report how to model channel estimation error if other modelling is considered. 

Conclusion
If phase discontinuity is modeled, it is modelled as a uniform distribution between  within a time window of , where =40 degrees and =20ms can be a baseline. 
· Other modelling is not precluded, and companies should report how to model phase discontinuity if other modelling is considered, and additional .if adopted

Conclusion
For the phase discontinuity modelling, it is clarified that
· A fixed phase for all CSI-RS observations within the time window, and another fixed phase for the next time window. The phases are according to uniform distribution.


Conclusion
· For evaluation of the UE-sided model based CSI prediction, UE distribution of (80% indoor, 20% outdoor) can be optionally simulated.
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 30 km/h, 60 km/h. Assumption on O2I car penetration loss and spatial consistency follow the Rel-18 AI/ML based CSI prediction


Agreement
For the results template used to collect evaluation results for UE -sided model based CSI prediction, adopt Table 6 used in Rel-18 as starting point with the following addition:
· Assumption
· UE distribution (Baseline: 100% outdoor, Optional: 80% indoor, 20% outdoor)
· Whether/how channel estimation error is modelled 
· Whether/how phase discontinuity is modelled 
· Methods used to handle the phase discontinuity (if applied)
· Benchmark 2
· FLOPs/M 
· Details of complexity calculation, e.g., complexity of prediction and complexity of filter update

Agreement
· For the results template used to collect evaluation results for UE-sided model based CSI prediction using localized models, adopt Table 6 used in Rel-18 as starting point, capturing the generalized model result and the localized model result as separate columns, with the following additions for the localized model:
· Dataset description
· Local region modelling: e.g., Option 1 or Option 2, and further details
· Temporal modelling: e.g., how temporal variation is modelled in train and test sets
· Dataset description for generalized model
Agreement
For the UE-sided model based CSI prediction, for optional evaluation using AP CSI-RS, consider following assumption on observation window (number/distance)
· Observation window: 12/2ms, 8/2ms, 4/2ms
· Others can be additionally submitted

Agreement
For AI/ML based CSI prediction, at least for inference, legacy CSI-RS configuration can be a starting point. Further study on whether there is a need for specification enhancement. 

Agreement
· At least for inference, for UE-sided model based CSI prediction, legacy feedback mechanism using codebook type set to “typeII-Doppler-r18” is a starting point of discussion. Study the necessity and potential specification impacts including at least following aspects:
· CSI processing criteria and timeline

Agreement
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3, e.g., potential specification impact, pros/cons aspects. 
· To clarify the boundary between type 1 and type 3
· To clarify definition of monitoring output and performance metric


Agreements in RAN1#116

Agreement
For Rel-19 study on CSI prediction, consider EVM agreed in Rel-18 CSI prediction based on UE-sided model as a starting point.
· FFS on additional assumptions, e.g., channel estimation error, phase discontinuity, CSI-RS periodicity.
· Note: Rel-18 CSI-RS configuration/reporting can be reused. 
· Note: additional EVM and corresponding template to collect the results can be updated.

Agreement
For Rel-19 study on CSI prediction, companies are encouraged to evaluate throughput performance by comparing performance with non-AI/ML based CSI prediction. 
· R18 eType II doppler codebook is assumed for CSI report for both AI/ML and Non AI/ML prediction. 
· Companies to report the assumption for N4, which could be 1, 2, 4, 8.

Note: Non-AI/ML based CSI prediction (Benchmark 2) can include statistical model based CSI prediction (e.g., based on Kalman filter, Wiener filter, Auto-regression). 


Agreement
For evaluation, to report computational complexity in unit of FLOPs including additional complexity if applicable, e.g., update of filter, and their assumption on non-AI based CSI prediction when performance results are provided. 


Conclusion
For the evaluation of the AI/ML based CSI prediction, it is up to companies to choose the modelling method and companies should report if ‘Channel estimation’ and/or ‘phase discontinuity’ is/are considered by companies.


Agreement
For the evaluation of the AI/ML based CSI prediction, consider following CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity (encouraged) 
· Aperiodic: Optional, CSI-RS burst with K resources and time interval m slots (based on R18 MIMO eType-II)
Note: Companies to report observation window (number/distance) and prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance) on their evaluation.

Conclusion
For Rel-19 study on CSI prediction only, consider UE-sided model only.

Agreement
· For CSI prediction evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations, to evaluate one or more of the following aspects:
· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h)
· Various deployment scenarios
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Various frequency granularity assumptions
· Various antenna port numbers (e.g., 32 ports, 16 ports)
· To report the selected configurations for generalization verification
· To report the method to achieve generalization over various configurations and/or to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
· To report generalization cases where multiple aspects (e.g., combination of above) are involved in one dataset, if adopted. 
· To report the performance and requirement (e.g., updating filter parameters, convergence of filter) for non-AI/ML-based CSI prediction to handle the various scenarios/configurations.


Agreement
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.
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