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1. Introduction

In last meeting, the following agreements have been achieved for AI/ML based CSI compression [1].
Agreement

For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:

	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes


Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.

Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.

Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 

Note 4: Down-selection is not precluded. 

Agreement

For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following as baseline options for UE distribution:

· Option 1: 80% indoor, 20% outdoor

· Option 2: 100% outdoor

Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 10 km/h, 20 km/h, 30 km/h, 60 km/h, 120 km/h. Assumption on O2I car penetration loss and spatial consistency follow the R18 AI based CSI prediction.

Working Assumption

For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following benchmark scheme for performance comparison:

· For cases without prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI compression study.

· For cases with prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI prediction study, with R18 MIMO eType II codebook for compressing the feedback.

Agreement

For the evaluation of AI/ML-based CSI compression using localized models in Release 19, study the following aspects of the performance/complexity trade-off when comparing the localized model with a benchmark model that is not localized:

· Performance of the localized model that has similar or lower complexity as the benchmark model.

· Model complexity of the localized model that achieves similar or better performance as the benchmark model.

Agreement

For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following evaluation assumptions:

· CSI-RS configuration

· Periodic: 5 ms periodicity (baseline), 20 ms periodicity(encouraged)

· Aperiodic (for cases with prediction): Optional, CSI-RS burst with K resources and time interval m milliseconds (based on R18 MIMO eType-II) 

· CSI reporting periodicity: {5, 10, 20} ms; other values are not precluded

· For cases with the use of past CSI information, to report observation window, including number/time distance of historic CSI/channel measurements.

· For cases with prediction, to report prediction window, including number/time distance of predicted CSI/channel.

Agreement

To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:

· Option 1: Fully standardized reference model (structure + parameters)

· Option 2: Standardized dataset

· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side

· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side

· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side

Note 1: The above options may not be mutually exclusive and may be used together.

Note 2: Other options are not precluded.

Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.

Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Agreement

For the evaluation of AI/ML-based CSI compression using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:

· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 

· E.g., Dropped in a specific cell or within a specific boundary.

· Option 2: By using a scenario/configuration specific to the local region. 

· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.

Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.

Agreement

· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, 

· adopt the CSI feedback overhead rate as reference, where the CSI feedback overhead rate is the average bit-rate of CSI feedback overhead across time.

Note: The CSI feedback overhead of a single report is calculated as in R18 CSI compression study.

Agreement

For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for cases with prediction of future CSI, in which prediction and compression are separated, to optionally evaluate a scheme with ideal prediction as an additional evaluation case for reference. 

Note: The ideal prediction scheme should model realistic channel estimation.

Agreement

For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback.

Agreement

For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:

· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.

· Performance.

· Interoperability and RAN4 / testing related aspects.

· Feasibility.

In this contribution, we will provide some discussions on AI/ML for CSI compression enhancement.
2. Discussions on alleviate/resolve issues related to inter-vendor training collaboration
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, 5 options are provided for further discussion. Some analyses will be provided from the point of view of inter-vendor collaboration complexity, performance, interoperability and feasibility.  
Option 1: Fully standardized reference model (structure + parameters)
· Inter-vendor collaboration complexity: Low
Fully standardized reference model will minimize the inter-vendor collaboration complexity.
· Performance: limited

For variety of deployment scenarios, especially cell level application, fully standardized reference model is hard to be used. In theory, with training datasets covering multiple scenarios can enhance AI model's generalization capability and maximize the usage scenarios of the reference bilateral models. However, the construction of training dataset for reference model could not cover variety of field data, which will in turn limited the performance of standardized reference model in real world.
· Interoperability: Easy to implement
With fully standardized reference model, it is convenient for UE/gNB/TE vendor to construct test environment and operate related testing. Besides, various requirements could be directly derived. 
· Feasibility: feasible and high specification workload requires
In theory, given the dataset and some constraints on AI model, a reference model can be obtained based on performance comparison. The main challenge for the specification of reference model is how to define the rules of reference model generation. Especially, without pubic dataset, it is almost not possible to make cross check of a reference model. A feasible approach is to specify the configuration of a reference dataset and generate a public reference dataset, and then select a reference model based on the model performance provided by different companies. 
Option 2: Standardized dataset
· Inter-vendor collaboration complexity: Low
Even without standardized reference model, the inter-vendor collaboration complexity is low with standardized dataset.
· Performance: limited

The performance of fully standardized reference model and dataset is the same.
· Interoperability: Easy to implement
With standardized dataset, the model at each side could be derived directly and interoperability is easy to operate.
· Feasibility: feasible and high specification workload requires
The process of developing standardized datasets needs clarification. Standardized datasets require ground truth CSI and encoder outputs. To obtain the output of the encoder, it is necessary for each company to reach a consensus on the original dataset and AI model. In general, the specification work load of dataset and reference model is almost the same.
Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Inter-vendor collaboration complexity: medium
Model transfer should be supported and the complexity of model parameter transfer is acceptable.
· Performance: good
Different datasets can be used for training in different scenarios with standardized reference model structure. The performance is significantly better than options 1 and 2. By defining multiple reference models, the performance for different scenarios could be guaranteed.
· Interoperability: standardized dataset is required to ensure interoperability
With standardized reference model structure, reference/standardized dataset should be considered in RAN4 to ensure the implementation of bilateral models. Test requirements, model implementation, and testing environment could be fixed with reference model structure and standardized dataset.
· Feasibility: feasible and model transfer should be supported
The process of developing standardized reference model structure needs clarification. Multiple reference model structures should be specified to match different deployment scenarios. Model transfer should be supported over air interface to ensure parameter update.
Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Inter-vendor collaboration complexity: high
The overhead of datasets transfer is not clear. Extra confirmation process should be considered to ensure the matching and performance of bilateral models.
· Performance: good
With the assumption of cell/scenario specific dataset, the performance of option 4 is better than options 1 and 2. 
· Interoperability: standardized dataset is required to ensure interoperability
Reference/Standardized dataset should be considered in RAN4 to ensure the implementation of bilateral models. Test requirements, model implementation, and testing environment could be fixed with standardized dataset.

· Feasibility: FFS
Model training should be supported at UE side. The quality of dataset is hard to ensure by purely dataset format standardized.
Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
· Inter-vendor collaboration complexity: medium
With reference model exchange, the complexity of inter-vendor is limited. Verification process might be needed.
· Performance: good
With the assumption of cell/scenario specific reference model, the performance of option 5 is better than options 1 and 2. 
· Interoperability: FFS
Reference dataset and model should be considered in RAN4 to ensure the interoperability of bilateral models.

· Feasibility: FFS
Model transfer should be specified. Reference model should be known for gNB and UE sided, which means at least reference model structure should be standardized. 
3. Conclusion
In summary, the following observations and proposals are provided:
Proposal 1: The overall analysis on alleviate/resolve issues related to inter-vendor training collaboration of the 5 options are listed in the table.
	
	Inter-vendor collaboration complexity
	Performance
	Interoperability
	Feasibility

	Option 1
	Low
	Limited
	Easy to implement
	Feasible and high specification workload requires

	Option 2
	Low
	Limited
	Easy to implement
	Feasible and high specification workload requires

	Option 3
	Medium
	Good
	Standardized dataset is required to ensure interoperability
	Feasible and model transfer should be supported

	Option 4
	High
	Good
	Standardized dataset is required to ensure interoperability
	FFS

	Option 5
	Medium
	Good
	FFS
	FFS
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