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Introduction
[bookmark: OLE_LINK2][bookmark: _Toc54284460]The study item on Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface [1] explored the benefits of augmenting the air-interface with features enabling improved support of AI/ML. The project studied the 3GPP framework for AI/ML for air-interface corresponding to positioning accuracy enhancements (hereinafter referred to as AI/ML based positioning) regarding aspects such as performance, complexity, and potential specification impact.
As for the use case of AI/ML based positioning, the following five cases are approved as objectives in the WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [2] in RAN#102 meeting:
· Direct AI/ML positioning
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
Furthermore, the WID identifies the following specification support aspects related to AI/ML based positioning:
· Specify necessary measurements, signaling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signaling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases
In the recent RAN1#116 meeting, there were full discussions on model input, model output for assisted AI/ML positioning, training data collection and model monitoring. Some agreements were achieved as follows [3]:
	Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.

Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.

Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.

Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 

Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time

Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


In this contribution, we continue to discuss the topics related to the specification support of AI/ML based positioning, focusing on LCM operations, measurement and consistency between training and inference.

Discussion
2 
3 
2.1 LCM operations
TR 38.843 Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface (Release 18) [4] introduces the functional framework for AI/ML for NR air interface, as shown in Figure 1. The framework encompasses five functional entities: data collection, model training, management, inference, and model storage. Interactions occur between each pair of functional entities, as marked in the figure. For instance, the inference entity provides the management entity with the inference output, and in return, it receives management instructions, such as functionality/model selection, (de)activation, switching, and fallback. If necessary, the management entity can also request model transfer/delivery from the model storage entity, allowing the inference entity to receive the transferred/delivered model to improve performance.


[bookmark: _Ref158125329]Figure 1 Functional framework for AI/ML for NR Air Interface
Based on the functional framework, we can identify the potential signaling for AI/ML based positioning with UE-side model (Case 1, Case 2a), gNB-side model (Case 3a), and LMF-side model (Case 2b, Case 3b), respectively.
Signaling for LCM operations
Regarding UE-side model, the deployment of each functional entity (marked with parentheses) and the potential signaling (indicated by red arrows) are shown in Figure 2.


[bookmark: _Ref157963781][bookmark: _Ref157963758]Figure 2 Potential signaling for UE-side model
Since the inference entity is deployed on the UE side, the management entity could also be deployed on the UE side to reduce signaling overhead. UE can collect the measurement data and ground-truth labels by itself, so there should be no interactions among data collection, management, and inference entities.
The potential model training deployment is discussed in the Rel-18 study and captured in TR 38.843 [4].
	TR 38.843  Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface
-	Model Training:
o	For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server. 
	Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group.
	Note: RAN2 identified the case in which LMF may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.
o	For gNB-side model, training data can be generated by the gNB, while the termination point for training data may include the gNB, or OAM. 
	Note: RAN2 identified the case in which LMF may be used for gNB-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.
o	For LMF-side model, the LMF is the termination point for training data. 


It is concluded that AI models may be trained on the UE, OTT, LMF, or OAM side for UE-side model. The models should be stored on the same side to reduce data transmission. We believe it is better to deploy the model training entity on the network side (OTT server, LMF or OAM) because the network entity can not only collect massive data to train generalized models but also store a large number of dedicated models, such as area-specific models. If the model training entity is deployed on the LMF side, the following LPP signaling exists:
· UE sends the training data, such as measurement data and ground-truth labels, to LMF.
· UE reports performance feedback to LMF and, if necessary, requests LMF to retrain the models.
· UE requests model transfer from LMF and then LMF transfers models to UE.
Proposal 1: Regarding UE-side model, deploying the model training entity on the network side is recommended.
Observation 1: Regarding UE-side model, if the model training entity is deployed on the LMF side, LPP signaling exists between UE and LMF.
[bookmark: OLE_LINK1]Regarding gNB-side model, the deployment of each functional entity (marked with parentheses) and the potential signaling (indicated by red arrows) are shown in Figure 3.


[bookmark: _Ref158125297]Figure 3 Potential signaling for gNB-side model
In this case, the management entity could be deployed on the gNB side when monitoring is based on label-free methods, or on the LMF side when monitoring is based on ground-truth labels (or their approximations). As previously discussed in the Rel-18 study, AI models may be trained on the gNB, LMF, or OAM side. The model training deployment should be dependent on the model types. For instance, when dedicated models like area-specific or TRP-specific models are required, it is more suitable to train the models on the gNB side. When generalized models are needed, it is more advantageous to train the models on the LMF or OAM side, as they can gather a large amount of training data.
The gNB itself can collect measurement data (inference data) for model inference, while LMF can generate ground-truth labels (monitoring data) for label-based monitoring, eliminating the need for interactions among data collection, management, and inference. According to the LCM framework, deploying the management entity on the gNB side is recommended to reduce signaling overhead. In this way, only the transmission of training data between LMF and gNB is needed when the model training entity is also deployed on the gNB side. When the model training entity is on the LMF side, additional NRPPa signaling is required, i.e. the performance feedback or retraining request from gNB to LMF and model transfer-related interactions between gNB and LMF. If the management entity is deployed on the LMF side, monitoring-related signaling, i.e. inference output transfer and management instruction, is introduced between LMF and gNB. This may increase signaling overhead when the monitoring entity operates frequently.
[bookmark: _Hlk158040066]Proposal 2: Regarding gNB-side model, deploying the management entity on the gNB side is recommended.
Observation 2: Regarding gNB-side model, NRPPa signaling exists between gNB and LMF.
Regarding LMF-side model, the deployment of each functional entity (marked with parentheses) and the potential signaling (indicated by red arrows) are shown in Figure 4.


[bookmark: _Ref158134066]Figure 4 Potential signaling for LMF-side model
Since the entities for inference, management, and model training are all deployed on the same side, the primary signaling originates from the data collection entity, as follows:
· UE and gNB send the inference data (measurement data) to LMF via LPP signaling and NRPPa signaling, respectively.
· UE sends the monitoring data, such as GPS location, to LMF via LPP sigalling.
· [bookmark: OLE_LINK3]UE sends the training data, such as measurement data and GPS location, to LMF via LPP signaling and gNB sends the measurement data to LMF via NRPPa sigalling.
Observation 3: Regarding LMF-side model, LPP and NRPPa signaling exist between the data collection entity and other functional entities.
Regarding the above analysis as the starting point, detailed signaling to facilitate LCM operations specific to different cases of AI/ML based positioning can be further discussed based on the legacy positioning framework.
Model monitoring
[bookmark: OLE_LINK26]The model monitoring is discussed in the Rel-18 study and the discussion is captured in TR 38.843 [4].
	TR 38.843  Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface
o	Monitoring:
	The UE monitors the performance of its UE-side model.
	For monitoring at the gNB side, and if needed, calculated performance metrics or data required for performance metric calculation, can at least be generated by the gNB.
	For monitoring at the LMF side, the gNB or UE can generate, if needed, calculated performance metrics or data required for performance metric calculation, while the termination points for these metrics is the LMF.


If performance metric calculation works on the UE side or gNB side and model monitoring works on the LMF side, UE or gNB should report the performance metric calculation results to LMF for determining the model performance.
Regarding UE-side model, the performance metrics include
· error of location: In this case, the UE location derived from GNSS can serve as the ground-truth label.
· error of speed or acceleration: The speed or acceleration is derived from multiple location outputs and the number of locations and the time interval are up to UE implementation. In this case, the speed or acceleration from the UE sensor can serve as the ground-truth label.
· error of measurement value: The ground-truth label of the measurement value, such as TOA and RSTD, can be derived from the GPS location and TRP location and the performance metric is the average error of measurement value among the TRPs.
· F1-score of LOS/NLOS indicator: The ground-truth label of the LOS/NLOS indicator can be derived from the GPS location, TRP location and digital map. The F1-score is derived from the model outputs and ground-truth labels through multiple model inference.
· standard deviation or variance of location: The outliers of the model outputs in a short time imply the bad model performance. Therefore, the standard deviation or variance of multiple location outputs, e.g., the statistics of the standard deviations or variances of different dimensions in the Cartesian coordinate system, can serve as the performance metric.
· standard deviation or variance of measurement value: The statistics of the standard deviations or variances of the measurement value, such as TOA and RSTD, among the TRPs can serve as the performance metric.
Regarding gNB-side model, the performance metrics include
· error of measurement value: The ground-truth label of the measurement value, such as RTOA, can be derived from the GPS location (or PRU location if available) and TRP location. The performance metric is the average error of measurement value among the TRPs if the models for TRPs are the same or the error of measurement value for each TRP if the models for TRPs are different.
· F1-score of LOS/NLOS indicator: The ground-truth label of the LOS/NLOS indicator can be derived from the GPS location (or PRU location if available), TRP location and digital map. The F1-score is derived from the model outputs and ground-truth labels corresponding to all the TRPs if the models for TRPs are the same. Otherwise, the F1-score is derived for each TRP.
· standard deviation or variance of measurement value: The statistics of the standard deviations or variances of the measurement value, such as RTOA, among the TRPs can serve as the performance metric if the models for TRPs are the same. Otherwise, the performance metric is the standard deviation or variance of measurement value for each TRP.
[bookmark: OLE_LINK6]Proposal 3: If performance metric calculation works on the UE side and model monitoring works on the LMF side, UE should report the performance metric calculation results to LMF. The performance metrics include error of location, error of speed or acceleration, error of measurement value, F1-score of LOS/NLOS indicator, standard deviation or variance of location and standard deviation or variance of measurement value.
Proposal 4: If performance metric calculation works on the gNB side and model monitoring works on the LMF side, gNB should report the performance metric calculation results to LMF. The performance metrics include error of measurement value, F1-score of LOS/NLOS indicator and standard deviation or variance of measurement value.
Model transfer
As mentioned in Section 2.1.1, the model training entity may be deployed on the UE, OTT, LMF or OAM side for UE-side model and may be deployed on the gNB, LMF or OAM side for gNB-side model. If models are trained on another side, e.g., LMF, UE or gNB should request model transfer when the performance of all the models deteriorates.
[bookmark: OLE_LINK27]The triggering conditions of model transfer should be configured by LMF, which include maximum error of location, maximum error of measurement value, maximum coefficient of variance of measurement value, maximum distance between the location output and the previous location, maximum difference between the intermediate model output and the previous measurement value. If configured the measurement value related condition, UE or gNB can compare the worst performance metric calculation results among TRPs with the triggering condition.
If all the monitored models meet any one of the triggering conditions, i.e., the calculated performance metric is worse than the triggering condition, UE or gNB requests model transfer from LMF with assistant information to assist model selection on the LMF side. Besides the performance metric calculation results corresponding to the configured triggering conditions, the assistant information includes model structure, model flexibility and model type. The model structure includes direct AI/ML positioning and assisted AI/ML positioning with multi-TRP construction with respect to UE-side model and includes single-TRP construction with one model for N TRPs and single-TRP construction with N models for N TRPs with respect to gNB-side model. The model flexibility indicates whether the number of model inputs, i.e., channel measurements corresponding to TRPs, is flexible. The model type includes area-specific model, UE-specific model and mixed model, where the mixed model indicates that the model is both area-specific and UE-specific.
Observation 4: If models are trained on another side, e.g., LMF, UE or gNB should request model transfer when the performance of all the models deteriorates.
Proposal 5: The triggering conditions of model transfer, such as maximum error of location, should be configured by LMF.
Proposal 6: UE or gNB requests model transfer from LMF with assistant information, including performance metric calculation results, model structure, model flexibility and model type.
2.2 Measurement
Measurement for model input
As discussed in the previous meetings, there are two kinds of measurements for model input, namely sample-based measurement and path-based measurement. Sample-based measurement generates time domain samples of channel response, where the timing information of samples is an integer multiple of the sampling period. According to the information of samples, there are three sample-based measurement types for model input, i.e., delay profile (DP) with only timing information, power delay profile (PDP) with timing and power information and channel impulse response (CIR) with timing, power and phase information. Path-based measurement generates multipaths with path information, such as timing, power and phase, where the timing information of paths may not be an integer multiple of the sampling period.
Samples can reserve more channel information than paths because the accuracy of the measured path information is influenced by dense multipaths and noises. Therefore, the sample-based measurement should take precedence over the path-based measurement. However, the data size of samples is larger than paths especially when the number of samples is large and the phase information is taken into account, which increases the report overhead when AI models are deployed on the LMF side. Since the size of the LPP signaling is smaller than that of the NRPPa signaling, it is recommended that UE should measure and report paths for Case 2b for the sake of successful transmission and gNB should measure and report samples for Case 3b to increase the positioning accuracy.
Proposal 7: UE should measure and report paths for Case 2b and gNB should measure and report samples for Case 3b.
When AI models are deployed on the LMF side, LMF configures the required reporting format for model input for UE or gNB based on the model functionality. If LMF requests the sample-based measurement, it should configure the measurement type, the number of selected samples and the granularity of samples. The measurement type could be configured as DP, PDP or CIR as mentioned above, which indicates the required sample information. The number of selected samples indicates the number of samples to report. The selection of samples is up to UE or gNB implementation. For example, it can select the samples with high power. The granularity of samples indicates the reporting timing range. For example, if the granularity is configured as N, only the first 1/N samples should be reported. If LMF requests the path-based measurement, it should configure the measurement type, the number of paths and the timing reporting granularity factor. The measurement type indicates the required path information, such as timing, power and phase. The timing reporting granularity factor indicates the reporting timing resolution, which is adopted in the legacy positioning.
Proposal 8: Regarding the sample-based measurement, LMF configures the measurement type, the number of samples and the granularity of samples.
Proposal 9: Regarding the path-based measurement, LMF configures the measurement type, the number of paths and the timing reporting granularity factor.
Regarding the sample-based measurement, it is necessary to clarify the sampling rule to assist LMF in reproducing channel responses. Intuitively, the time interval between adjacent samples can be derived based on the bandwidth of the reference signal for positioning, i.e., PRS or SRS. In this way, the number of measured samples is the smallest power of two which is not less than the number of REs of the reference signal.
Proposal 10: The sampling rule should be clarified, e.g., the time interval between adjacent samples is derived based on the bandwidth of PRS or SRS.
Based on the sampling rule, only the power and the phase (if needed) of each sample need to be reported to LMF when the PDP or CIR with complete measured samples is requested. The power and the phase can be either expressed as a complex number, which is represented by several bytes, or indexed through specific measurement report mapping tables. When selected samples are requested, an additional set of bits are needed, where each bit represents a sample. If the information of some sample is reported, the corresponding bit is set as 1. Otherwise, the bit is set as 0. In this way, LMF can be aware of the timing information of the selected samples.
Proposal 11: Regarding the sample-based measurement, the power and the phase can be either represented by several bytes or indexed through specific measurement report mapping tables.
Regarding the path-based measurement, the timing, power and phase (if needed) of each path need to be reported to LMF. These parameters can be indexed through specific measurement report mapping tables as implemented in the legacy positioning. Unfortunately, there are no corresponding timing report mapping tables for the downlink AI positioning (Case 2b) because RSTD is reported for the legacy downlink positioning. In order to set up timing report mapping tables, DL-RTOA should be additionally introduced, which is defined as follows:
	The DL Relative Time of Arrival (TDL-RTOA) is the beginning of subframe i containing PRS received at UE, relative to the RTOA Reference Time.

The DL RTOA reference time is defined as , where
-	 is the nominal beginning time of SFN 0 for the Transmission Point (TP) j
-	, where  and  are the system frame number and the subframe number of the PRS, respectively.

Multiple PRS resources can be used to determine the beginning of one subframe containing PRS received at UE.


Based on the above definition, UE can report the DL-RTOA and relative timing information of additional paths for each TRP to LMF. It can also report the DL-RTOA of the assistance data reference TRP and timing information of other paths relative to the DL-RTOA to LMF. Furthermore, the number of reported additional paths with the path information including timing, power (or RSRPP) and phase should be extended, e.g., 15, in order to reserve more channel information and improve the positioning accuracy.
Proposal 12: Regarding the path-based measurement, the legacy reporting method can be reused and DL-RTOA should be additionally introduced for the downlink AI positioning.
Proposal 13: UE can report the DL-RTOA and relative timing information of additional paths for each TRP or report the DL-RTOA of the assistance data reference TRP and timing information of other paths relative to the DL-RTOA to LMF.
Proposal 14: The number of reported additional paths with the path information including timing, power and phase should be extended.
Measurement enhancements
[bookmark: OLE_LINK4]AI/ML based positioning can enable the measurement enhancements, e.g., reducing the duration of the measurement window, namely the measurement gap and PRS processing window, to reserve more resources for the transmission of other signals.
If the active AI model has good generalization performance, the UE measurement results corresponding to any Tx-Rx beam pair could be used as the input of the model. Thus, LMF can configure symbol level measurement windows for UEs for AI/ML based positioning. The duration of the measurement window should not be less than the number of symbols occupied by PRS, i.e. 2, 4, 6 or 12 symbols, to ensure that UE fully receives the PRS. Due to the clock drift and UE movement, UE may not be able to fully receive the PRS when the measurement window duration is equal to the number of symbols occupied by PRS. Therefore, the duration can be configured to be greater than the number of symbols occupied by PRS, such as 3, 5, 7, or 13 symbols.
[bookmark: OLE_LINK5]Moreover, LMF can select one or more PRS resources of each TRP and indicate the AI-specific resources to UE for measurements. The selection of PRS resources can take the interference into account. TRPs can select beams in different directions to mitigate the link interference on the UE side and improve the accuracy of channel estimation. The selection can also take the UE location into account. LMF selects one or more beams that are close to UE to ensure the received signal strength. The number of beams depends on whether UE is located at the center of one beam or at the junction of some beams. Based on the selection and indication of AI-specific resources, LMF can configure shorter measurement windows for UE and UE can measure the specific resources regardless of the change of beam transmission order or PRS configuration of some TRPs.
Proposal 15: The symbol level measurement window could be configured for AI/ML based positioning.
Proposal 16: LMF can select PRS resources of each TRP and indicate the AI-specific resources to UE for measurements.
2.3 Consistency between training and inference
As discussed in the previous meetings, there are mainly four approaches to ensure consistency between training and inference, i.e., model identification, information and/or indication on additional conditions, model monitoring and model transfer. Since the model can be selected based on the monitoring outcome and the model is trained under additional conditions before the model is transferred, it is up to implementation regarding the approaches of model monitoring and model transfer.
AI-enabled reference signal configuration
Regarding AI/ML based positioning, it is essential to introduce AI-related information to determine whether AI mode is required and which AI models to use. Additionally, dedicated reference signals with features like higher density and wider beams may be necessary to improve positioning accuracy. Consequently, the conventional reference signal configurations, including downlink reference signal (PRS) configuration and uplink reference signal (SRS for positioning) configuration, could be enhanced to accommodate AI-specific requirements.
Observation 5: The conventional reference signal configurations could be enhanced to accommodate AI-specific requirements.
1. 
3. 
3. 
In addition to the conventional configurations of PRS and SRS for positioning, new AI-specific reference signal resource types could be defined to facilitate regular AI operations within the wireless system. A marker could be added to both the PRS configuration and SRS for positioning configuration, allowing the new resource type to be denoted as a string, ID, or reference signal name. The detailed implementation is illustrated in Table 1.
[bookmark: _Ref158069595]Table 1 Direct AI-specific reference signal configuration
	Resource type indication method
	Detailed description

	String
	String is used to distinguish the reference signal type, for example,
· “Non-AI-based” which means the configuration is for positioning without the AI mode;
· “AI-based” which means the configuration is used for AI-based operation, such as model inference and model monitoring.

	ID
	ID is used to distinguish the reference signal type, for example,
· 0: the configuration is for positioning without the AI mode; 
· 1: used for AI-based operation, such as model inference and model monitoring.

	Reference signal name
	Reference signal name is used to distinguish the reference signal type, for example,
· resource/resource set/resource setting: the configuration is for positioning without the AI mode; 
· AI mode resource/resource set/resource setting: used for AI-based operation, such as model inference and model monitoring.


Furthermore, there could be several identified AI models for AI/ML based positioning on the UE or NW side, and the resource type could be structured using a hierarchical methodology to accommodate various scenarios, as illustrated in Table 2. Regarding the configuration of PRS, the AI-model specific resource type is indicated to UE, allowing it to distinguish the usage of the configured reference signal, i.e., for non-AI-based measurement or AI-based measurement. UE can also be aware of which AI models to implement, ensuring consistency between training and inference for inference at UE. Regarding the configuration of SRS for positioning, the AI-model specific resource type is also indicated to UE, enabling it to distinguish the transmitting method for SRS for positioning according to the configured AI models to facilitate inference at NW.
[bookmark: _Ref158106045]Table 2 Direct AI model-specific reference signal configuration
	Description
	Content info #1
	Content info #2

	Function definition
	Denoting whether it’s AI model-based or non-AI model-based for the measurement. This item would be optional.
	Denoting which AI model type would be used for the measurement if the content info #1 is set as AI model-based. For example, Model #1 is more accurate than Model #2, but Model #1 needs more computation resources than Model #2.

	ID-based indication
	· 0: Non-AI model-based;
· 1: AI model-based
	· 0: Model #1;
· 1: Model #2;
· 2: Model #3;
· ...

	
	· 0: Non-AI model-based;
· 1: AI model-based
	Classifying different AI models into different levels according to the input, output, computation/power requirement, KPIs etc. For example, Level #1 includes Model #1 and Model #3 while Level #2 includes Model #2 and Model #4.
· 0: Level #1;
· 1: Level #2;
· 2: Level #3;
· ...

	Bitmap-based indication
	· 0: Non-AI model-based;
· 1: AI model-based
	· “000”: Model #1;
· “001”: Model #2;
· “010”: Model #3;
· ...

	
	· 0: Non-AI model-based;
· 1: AI model-based
	Level-based indication:
· “000”: Level #1;
· “001”: Level #2;
· “010”: Level #3;
· ...


Proposal 17: AI-specific or AI model-specific reference signal configurations, including PRS and SRS for positioning, could be introduced and indicated to UE, enabling it to implement the specified model or distinguish the transmitting method of the configured reference signal.
2.2 
3.2.1 
Additional conditions
Regarding UE-side model, the legacy assistance data provided by LMF, such as TRP information, PRS assistance data and on-demand PRS configurations, can serve as the NW-side additional conditions to ensure the consistency between training and inference. The TRP information, including TRP location, PRS ID, PCI, NCGI and ARFCN, assists UE in selecting the TRPs suitable for the active model or switching to the corresponding area-specific model. The PRS assistance data indicates the current PRS configuration. If there are no models trained with the configuration, UE can request one or more acceptable PRS configurations within the configured on-demand PRS configurations from LMF. In addition, UE can provide unsolicited UE-side additional conditions, such as cell information and on-demand PRS configurations, to LMF. The cell information, including PCI, NCGI and ARFCN, and on-demand PRS configurations indicate the cells and PRS configurations suitable for the active model, respectively. 
Regarding gNB-side model, gNB can configure the SRS transmission characteristics for UE to achieve the consistency. The area-specific model for each TRP can also work well since the model is trained when UE is under the coverage of the TRP. Therefore, there should be no specification impact with regard to the additional conditions for gNB-side model.
[bookmark: OLE_LINK25]Regarding LMF-side model, LMF can configure the PRS transmission for UE and configure the dedicated TRPs for SRS reception and SRS transmission characteristics for gNB to achieve the consistency. However, LMF is unaware of the reference signal strength or quality of each resource received at UE or TRP, which may influence the accuracy of model inference. LMF can provide NW-side additional conditions, such as PRS-RSRP threshold, PRS-RSRQ threshold, PRS-SINR threshold, SRS-RSRP threshold, SRS-RSRQ threshold and SRS-SINR threshold, so that UE or gNB can report the measurement results of the resources whose received signal strength or quality is not smaller than the corresponding threshold. These thresholds are based on the statistics when the model is trained. In addition, UE can provide additional conditions, such as PRS-RSRP, PRS-RSRQ and PRS-SINR, to LMF and gNB can provide additional conditions, such as SRS-RSRP, SRS-RSRQ and SRS-SINR, to LMF along with the measurements for model input. Thus, LMF can select the qualified measurement results as model input according to the attached additional conditions.
[bookmark: _Hlk162852258]Observation 6: There should be no specification impact with regard to the additional conditions for gNB-side model.
Proposal 18: Regarding UE-side model, the legacy assistance data provided by LMF, such as TRP information, PRS assistance data and on-demand PRS configurations, can serve as the NW-side additional conditions and the UE-side additional conditions include cell information and on-demand PRS configurations.
Proposal 19: Regarding LMF-side model, the NW-side additional conditions include PRS-RSRP threshold, PRS-RSRQ threshold, PRS-SINR threshold, SRS-RSRP threshold, SRS-RSRQ threshold and SRS-SINR threshold. In addition, UE can provide additional conditions, such as PRS-RSRP, PRS-RSRQ and PRS-SINR, and gNB can provide additional conditions, such as SRS-RSRP, SRS-RSRQ and SRS-SINR.

3.2.2 
Conclusion
In this contribution, we have the following observations and proposals:
Observation 1: Regarding UE-side model, if the model training entity is deployed on the LMF side, LPP signaling exists between UE and LMF.
Observation 2: Regarding gNB-side model, NRPPa signaling exists between gNB and LMF.
Observation 3: Regarding LMF-side model, LPP and NRPPa signaling exist between the data collection entity and other functional entities.
Observation 4: If models are trained on another side, e.g., LMF, UE or gNB should request model transfer when the performance of all the models deteriorates.
Observation 5: The conventional reference signal configurations could be enhanced to accommodate AI-specific requirements.
Observation 6: There should be no specification impact with regard to the additional conditions for gNB-side model.
Proposal 1: Regarding UE-side model, deploying the model training entity on the network side is recommended.
Proposal 2: Regarding gNB-side model, deploying the management entity on the gNB side is recommended.
Proposal 3: If performance metric calculation works on the UE side and model monitoring works on the LMF side, UE should report the performance metric calculation results to LMF. The performance metrics include error of location, error of speed or acceleration, error of measurement value, F1-score of LOS/NLOS indicator, standard deviation or variance of location and standard deviation or variance of measurement value.
Proposal 4: If performance metric calculation works on the gNB side and model monitoring works on the LMF side, gNB should report the performance metric calculation results to LMF. The performance metrics include error of measurement value, F1-score of LOS/NLOS indicator and standard deviation or variance of measurement value.
Proposal 5: The triggering conditions of model transfer, such as maximum error of location, should be configured by LMF.
Proposal 6: UE or gNB requests model transfer from LMF with assistant information, including performance metric calculation results, model structure, model flexibility and model type.
Proposal 7: UE should measure and report paths for Case 2b and gNB should measure and report samples for Case 3b.
Proposal 8: Regarding the sample-based measurement, LMF configures the measurement type, the number of samples and the granularity of samples.
Proposal 9: Regarding the path-based measurement, LMF configures the measurement type, the number of paths and the timing reporting granularity factor.
Proposal 10: The sampling rule should be clarified, e.g., the time interval between adjacent samples is derived based on the bandwidth of PRS or SRS.
Proposal 11: Regarding the sample-based measurement, the power and the phase can be either represented by several bytes or indexed through specific measurement report mapping tables.
Proposal 12: Regarding the path-based measurement, the legacy reporting method can be reused and DL-RTOA should be additionally introduced for the downlink AI positioning.
Proposal 13: UE can report the DL-RTOA and relative timing information of additional paths for each TRP or report the DL-RTOA of the assistance data reference TRP and timing information of other paths relative to the DL-RTOA to LMF.
Proposal 14: The number of reported additional paths with the path information including timing, power and phase should be extended.
Proposal 15: The symbol level measurement window could be configured for AI/ML based positioning.
Proposal 16: LMF can select PRS resources of each TRP and indicate the AI-specific resources to UE for measurements.
Proposal 17: AI-specific or AI model-specific reference signal configurations, including PRS and SRS for positioning, could be introduced and indicated to UE, enabling it to implement the specified model or distinguish the transmitting method of the configured reference signal.
Proposal 18: Regarding UE-side model, the legacy assistance data provided by LMF, such as TRP information, PRS assistance data and on-demand PRS configurations, can serve as the NW-side additional conditions and the UE-side additional conditions include cell information and on-demand PRS configurations.
Proposal 19: Regarding LMF-side model, the NW-side additional conditions include PRS-RSRP threshold, PRS-RSRQ threshold, PRS-SINR threshold, SRS-RSRP threshold, SRS-RSRQ threshold and SRS-SINR threshold. In addition, UE can provide additional conditions, such as PRS-RSRP, PRS-RSRQ and PRS-SINR, and gNB can provide additional conditions, such as SRS-RSRP, SRS-RSRQ and SRS-SINR.
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