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Introduction
In the RAN #102 meeting, WID on AI/ML for NR air interface has been approved. The issues related to other aspects of AI/ML model and data are as follows [1].
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 



This contribution presents ETRI’s views on other aspects of AI/ML model and data for NR air interface.

Discussion
Model identification and procedure
General LCM framework
The following is described in Section 4.2.1 (LCM Flavours) of TR 38.843 [2]. This section summarizes the issues on the general LCM framework.
	The LCM procedure is studied for the case that an AI/ML model has a model ID with associated information and/or for the case that a given functionality is provided by some AI/ML operations. Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.
 (…)
In functionality-based LCM, network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI). Models may not be identified at the Network, and UE may perform model-level LCM. Whether and how much awareness/interaction NW should have about model-level LCM requires further study. For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.



For functionality-based LCM, NW-side and UE-side should share and configure AI/ML functionality for selected AI/ML features. The NW manages AI/ML functions using functionality names or functionality-ID during the LCM process. For Model-ID-based LCM, AI/ML model information, along with Model-ID, is shared between the NW-side and UE-side. NW manages AI/ML models through Model-ID during the LCM process.
When comparing the two LCM methods, the most significant difference between Functionality-based LCM and Model-based LCM is the granularity at which LCM operations are performed. In Model-ID-based LCM, key LCM functions such as activation, deactivation, and switching are based on AI/ML models, even if they are logical models, distinguished by Model-ID. On the other hand, in Functionality-based LCM, key LCM functions are based on functionality, and the NW is not aware of the actual AI/ML models used by UEs. For instance, in the CSI prediction use-case, if the relevant functionality is configured, even if multiple models are operated in the UE, the NW cannot detect this and does not control the operation of each AI/ML model individually. Instead, it performs management operations based on the pre-configured functionality.
Another important difference is that Functionality-based LCM is easier to integrate with the existing 3GPP framework. In contrast, Model-ID-based LCM requires an additional offline or online process for model identification. In summary, the advantage of Functionality-based LCM is that it reduces the required signalling overhead compared to control based on model IDs, and it allows for supporting AI/ML functions with minimal changes to the existing 3GPP framework. For these reasons, adopting the Functionality-based LCM method as the baseline is a simpler approach.
 Model-based LCM can be applied in specific scenarios where Functionality-based LCM has limitations or can be integrated with Functionality-based LCM using Model-ID. Model-ID based LCM can be particularly valuable in scenarios involving two-sided AI/ML models, such as CSI compression. Two-sided AI/ML models require close collaboration in AI/ML inference operations between the NW and the UE. Model-based LCM serve as a method for aligning pairing operations between them.

Proposal 1: Model-ID-based LCM can be integrated with Functionality-based LCM by using model ID for LCM operations.

Functionality-based LCM with data collection related configuration(s) and/or indication(s)
 In the previous meeting, FL's comments encouraged discussions on the following topic. This section shows our views on this topic.
	What is the difference between
- "functionality-based LCM with data collection related configuration(s) and/or indication(s)"
and
- "model ID based LCM with data collection related configuration(s) and/or indication(s)"



As explained earlier, functionality-based LCM and model ID-based LCM operate at different granularities when performing the LCM operation. Therefore, datasets or data samples created from the data collection process belong to different granularities.
If using ‘model ID based LCM with data collection related configurations and/or indications’, the dataset generated through the data collection becomes dependent on that specific AI/ML model (or model ID). On the other hand, when performing ‘functionality-based LCM with data collection-related configurations and/or indications’, the generated dataset becomes dependent on each functionality. This is because in functionality-based LCM, the NW is not aware of which model is being used.

Observation 1: Utilizing functionality-based LCM with data collection-related configurations and/or indications results in the generated dataset becoming dependent on each functionality.

Model identification with data collection related configuration(s) and/or indication(s)
In the last RAN1 #116 meeting, multiple options for model identification are discussed [3]. In this section, we propose our opinions on details of MI-Option1.
	Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring
Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion



Model-ID based LCM includes the process of identifying AI/ML models, which is called Model Identification. During the Model Identification process, the Model-ID is assigned, and additional meta information that needs to be shared between NW and UE is also exchanged. This meta information includes the input and output information of the AI/ML model, the complexity of the AI/ML model, and the applicable conditions for the AI/ML model's operation.
 Type A conducts model identification in an offline manner. Type A model identification has an advantage in that the AI/ML model can be referenced using only the Model-ID, without the need to consider the details of the model identification process. However, it is essential to consider the possibility of smooth offline operations among multiple NW vendors and UE vendors. And during this process, proprietary information related to the AI/ML model may be revealed. 

Observation 2: The model identification process requires a detailed discussion of specific procedures, and it may reveal proprietary information about the AI/ML models.

 Without offline information exchange, Dataset ID (or Model ID) can be assigned by performing the necessary configurations and indications for data collection, allowing the creation and sharing of datasets. In the given configurations, data samples can be stored and datasets can be configured, after which an ID corresponding to them can be assigned. The assigned Dataset ID is then shared between the NW and the UE. Datasets created through this process can potentially be utilized in other UEs or different scenarios using the Dataset ID. The figure below illustrates one example of the process described above.
[image: ]
Figure 1. The example of data collection related configuration(s) and/or indication(s)
In the case of performing Tx beam prediction, the base station needs to transmit information to the UE, including the details about Set A, corresponding to the available Tx beams, and the information about Set B, representing the Tx beams that can be used as input during the inference process. In this way, with the information shared for data collection, the UE or the NW proceeds with the data collection process for a certain period of time. The collected data is then used to construct a dataset and assign a Dataset ID. This dataset can be utilized to train AI/ML models on the UE currently involved in the data collection process. Additionally, the dataset can also be used in the training process for other UEs operating with the same configuration.

Proposal 2: In the case of MI-Option 1, after configurations or indications, data samples are stored, and a dataset is created with a dataset ID.

Model identification with dataset transfer
In this section, we propose our opinions on details of MI-Option2, which means model identification with dataset transfer.
[bookmark: _Hlk158995928]When using Functionality-based LCM, the NW does not need to know proprietary details of the AI/ML models that the UE operates. However, to enhance and improve the performance of the AI/ML models used by the UE, the NW can assist by providing the datasets required by the UE during the training period of the AI/ML models. The dataset refers to a collection of input and output data samples gathered for AI/ML model training. The UE can use the received dataset for the training or further refinement of the AI/ML model within the configured Functionality. To perform dataset transfer, an initial step may involve the identification of datasets that can be exchanged between the NW and the UE, along with the exchange of dataset IDs. During this process, specific information about the dataset, such as the number of data samples, the overall dataset size, and the data type used in the dataset (e.g., Float, int8) can also be shared.
 The transmission of Dataset IDs or Dataset information can also be incorporated into the functionality identification process. The NW can provide dataset ID to the UE as an additional condition. Subsequently, the UE can use the received dataset ID as a reference for training the AI/ML model in alignment with the currently configured functionality.
[image: ]
Figure 2 The example of model identification with dataset transfer
Dataset ID exchange may precede dataset transfer by a certain period of time. As depicted in the figure above, the exchange of dataset ID information is initially conducted. Subsequently, dataset transfer may occur as needed after a certain time interval.

Proposal 3: In the case of MI-Option 2, the NW can provide dataset information corresponding to the configured functionality to the UE as an additional condition.

The mapping between dataset ID and Functionality may not always be one-to-one. In other words, a single dataset can be associated with multiple functionality operations. For example, in cases where CSI prediction-related functionalities are configured, a specific dataset can be used by multiple functionalities with different settings for measurement windows or prediction windows. If the NW provides the mapping information between Functionality and datasets to the UE, then the UE can reuse the received dataset information even when different functionalities are activated in the Functionality-based LCM process.
 When comparing the dataset identification process to the model identification process in model-ID based LCM, one advantage is that the UE does not need to share detailed information about the AI/ML models with the NW. NW may have its additional information related to the configured functionality, but transmitting this information directly to the UE might be challenging due to proprietary concerns. In this case, by simply transmitting the standardized dataset or dataset ID that aligns with the functionality, it can bypass proprietary issues and facilitate performance improvements irrespective of the AI/ML model used by the UE. Model-ID-based LCM includes the exchange of associated dataset information during the Model identification process. In other words, when a Model-ID (or Model) is identified, the dataset linked to that model is already determined. On the contrary, the dataset delivery approach has a hierarchical structure where dataset information is provided as additional condition to functionality-based LCM. The NW does not manage which dataset is used for training or which AI/ML model is employed within the configured functionality by the UE.

Observation 3: Delivering datasets within defined functionalities allows the avoidance of proprietary concerns.

Data collection for UE-sided model
The following is described in Section 4.2.5 (Data collection) of TR 38.843 [2]. This section will further discuss the data collection for UE-sided model related issues.
	Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection. For model inference, when required data comes from other entities, there is a latency requirement for data collection. For (real-time) performance monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection. 
 (…)
At least the following aspects, if applicable, are considered along with the corresponding specification impact:
-	Measurement configuration and reporting
-	Contents, type and format of data including:
-	Data related to model input
-	Data related to ground-truth 
-	Quality of the data
-	Other information
-	Signalling of assistance information for categorizing the data
-	Note: The study should consider the feasibility of disclosure of proprietary information
-	Signalling for data collection procedure



[bookmark: _GoBack]The Data collection process is performed on the UE-side, which may include the UE itself or a server on the UE. The data samples generated in accordance with the RS signals provided by the base station is stored on the UE-side. The dataset created through this data collection process can be used to train AI/ML models. However, the data collection process and the training of the AI/ML model may not occur sequentially within a short period of time. They could be separate processes with significant time gaps between them. After the training of the AI/ML model, the deployment and operation process of the AI/ML model are carried out. In this context, the operation of the AI/ML model includes LCM operations such as model deployment, model activation, inference, model deactivation, model selection, model switching, and model monitoring. The training of the AI/ML model and its operation process may not occur sequentially within a short period of time. They could be separate processes with significant time gaps between them.

[image: ]
Figure 3. Overview of data collection for UE-sided model

To manage datasets in the data collection process described above, the UE needs to categorize and store the data samples based on the AI/ML features and functionality according to the NW settings. Through this process, CN/OAM/OTT can subsequently deliver datasets received from multiple UEs to the appropriate UE configured with AI/ML features and functionality from the NW.

Proposal 4: Datasets should be categorized based on NW configurations and configured functionalities during the data collection process.

 Generally, data collection for AI/ML model training does not have strict time requirements. Therefore, UEs can accumulate a certain amount of data before transmitting to reduce system overhead by sending tens or hundreds of samples at once instead of delivering individual samples immediately. The configuration for data collection for training can be transmitted to the UEs by the NW using RRC signals.
However, during the data collection process, if the NW configuration changes, there may be instances where the CN/OAM/OTT cannot categorize all data samples transmitted at once into the same dataset. Therefore, it can be necessary for the NW to issue a command for the UEs to transmit the data samples they have collected up to the current point for learning. Upon receiving this request, UEs will send the data they have collected regardless of the previously configured reporting periods.

Proposal 5: The NW can request UEs to transfer collected data immediately for the purpose of categorizing the dataset.

Furthermore, during the data collection process, changes in the UE's settings may also affect dataset classification. For example, in the case of beam management, if the direction of the Rx beam changes, the acquired data samples from the UE may not be classified into a single dataset. Therefore, the UE must transmit information to the NW indicating that its settings have changed. Based on this information, the NW can instruct the UE to transmit the data samples acquired up to the current point. Alternatively, the UE could transmit the data samples acquired up to the current point to the NW first, or segregate the data samples corresponding to the changed settings from the previously acquired data samples and store them in multiple dataset formats.

Proposal 6: The UE needs a mechanism to categorize data samples according to changes in its settings.


Conclusion
In this contribution, ETRI’s views on other aspects of AI/ML model and data for NR air interface were shown and the following proposals were made:

Proposal 1: Model-ID-based LCM can be integrated with Functionality-based LCM by using model ID for LCM operations.

Proposal 2: In the case of MI-Option 1, after configurations or indications, data samples are stored, and a dataset is created with a dataset ID.

Proposal 3: In the case of MI-Option 2, the NW can provide dataset information corresponding to the configured functionality to the UE as an additional condition.

Proposal 3: The transfer of datasets can synchronize the pairing between the NW and the UE in the Two-sided model.

Proposal 4: Datasets should be categorized based on NW configurations and configured functionalities during the data collection process.

Proposal 5: The NW can request UEs to transfer collected data immediately for the purpose of categorizing the dataset.

Proposal 6: The UE needs a mechanism to categorize data samples according to changes in its settings.

Observation 1: Utilizing functionality-based LCM with data collection-related configurations and/or indications results in the generated dataset becoming dependent on each functionality.

Observation 2: The model identification process requires a detailed discussion of specific procedures, and it may reveal proprietary information about the AI/ML models.

Observation 3: Delivering datasets within defined functionalities allows the avoidance of proprietary concerns.
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